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| ABSTRACT
In today's world, speech recognition has become very popular and important, speech plays a vital
role in human to system and machine communication, speech signal is transformed from analog

to digital wave form, which can be understood by the system or machine.

The development of a speech recognition system for toilet flushing using Mel Frequency Cepstral
Coefficient (MFCC) technique, has become a necessity as the physically challenged ones
(handicap), individuals suffering from osteonecrosis and osteoporosis, the aged ones in the society
are not exempted in the agony and continuous pain experienced in flushing water closet toilet after
usage. Mel Frequency Cepstral Coefficient (MFCC) technique will be used due to its wide
acceptance in speech processing. It has high recognition accuracy in speech feature extraction and

has high performance rate with low complexity.

This technology serve as means of controlling water closet toilet flushing operation without
manual intervention. The project will make life more comfortable for the physically challenged
ones (the handicap), people living with disease like osteonecrosis and osteoporosis and the aged
ones. It will be of great help for them to use speech as a medium of controlling the flushing

operation of their water closet toilet.

This project was developed with the use of MATLAB software, which was programmed to
recognize spoken word for the flushing of water closet toilet, it replaces manual means through
the use of speech for the user. The system is trained to be speaker independent. In the system
training, MFCC feature extraction technique is employed. The components used are 5V DC
submersible water pump, for controlling the water chamber of the water closet for flushing,
2N2222A Transistor for switch operation, PICI6F628A microcontroller and a Liquid Crystal
Display (LCD, 16X2) to display the state of operation of the system. The implementation of this
project was done and tested using a model water closet toilet system to show its reliability and

efficiency.
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CHAPTER ONE
INTRODUCTION

1.1 PREAMBLE

In this current era and today' s world, speech recognition has become very popular and important
in applying technology to solve human problem, speech plays a vital role in human to system and
machine communication. Speech recognition system performs two fundamental operations: signal
modeling and pattern matching (Picone, 1993). Signal modeling represents process of converting
speech signal into a set of parameters. Pattern matching is the task of finding parameter set from
memory which closely matches the parameter set obtained from the input speech signal.

The development of a speech recognition system for toilet flushing using Mel Frequency Cepstral
Coefficient (MFCC) algorithm, has become a necessity as the physically challenged ones
(handicap), individuals suffering from osteonecrosis and osteoporosis, the aged ones in the society
are not exempted in the agony and continuous pain experienced in flushing water closet toilet after
usage. Mel Frequency Cepstral Coefficient (MFCC) algorithm (Koustav, 2014) will be used due
to its wide acceptance in speech processing. It has high recognition accuracy in speech feature

extraction and has high performance rate with low complexity.

Water Closet (WC) toilet system is among the modern means of getting rid of human body waste
products by mechanically realizihg water from the stored chamber of the water closet.

In controlling the flushing of a water closet by speech will bring a major relief at home, offices,
private places and public areas. This enable the water storage part to release water and also stop

with the aid of speech control.

The project will be developed with the use of MATLAB software, which will be programmed to
recognize spoken word for the flushing of water closet toilet, it replaces manual means through
the use of speech for the user (Ashish et a/ 2007). The system is trained to be speaker independent.
In the system training, MFCC feature extraction algorithm will be used. The components used are
DC motor and 2N2222A Transistor for the control of flush pump for the flushing of the closet,
PIC16F628A microcontroller and a Liquid Crystal Display (LCD, 16X2) to display the state of
operation of the system. The implementation of this project was done and tested using a model

water closet toilet system to show its reliability and efficiency.



1.2  STATEMENT OF PRdBLEM

In the conventional way of flushing a toilet, the handle of the water chamber will be pressed in
other for water to be released and flush the water closet toilet or by pouring water directly using a
bucket. This m;dke life more uncomfortable for the physically challenged ones (the handicap), the
aged ones, people with diseases like osteonecrosis and osteoporosis. It will be of great help for the
people with disability in their body to operate their water closet conveniently, using a speech

recognition system.

This project will be developed with the use of MATLAB software, which will be programmed to
recognize spoken word for the flushing of water closet toilet, it replaces manual means through
the use of speech for the user. The system is trained to be speaker independent. In the system
training, MFCC feature extraction algorithm is employed, Mel Frequency Cepstral Coefficient
(MFCC) algorithm (Urmila and Vilas 2010) will be used due to its wide acceptance in speech
processing. It has high recognition accuracy in speech feature extraction and has high performance

rate with low complexity compared to other feature extraction algorithm.

1.3 AIM AND OBJECTIVES

The aim of this project is to make life more easier for the physically challenged, aged and those
with disease that affect their bone to be able to flush a water closet toilet using speech recognition
system.

The following are the objec{ives of this project:

a. To design a speech recognition system that flushes a water closet toilet.

b. To implement the design of the speech recognition system that flushes the water closet toilet

using a hardware prototype.

c. To evaluate the effectiveness of the system developed.

1.4  SCOPE OF STUDY

The scope of the project is to des‘ign a speech recognition system that flushes a water closet toilet.
To develop the whole project, there will be a code structure which will be done through MATLAB
software that will be used in the training and testing of the speech recognition system.

Also there will be a small physical model of water closet toilet to demonstrate this project.

2



1.5 METHODS OF STUDY

There were several steps that was followed in the designing of a speech recognition system that
flushes the water closet toilet. This project was built using a microcontroller and MATLAB
software. The stages in speech recognition are basically two stages which are the speech training
stage, the speech verification and testing (recognition stage). In the training stage we have the
following procedures; data acquisition stage (Speech input), the computer with the aid of a Matlab
will perform the following operation for the first stage in processing the speech; analog to digital
conversion, preprocessing and filtering, feature extraction using Mel Frequency Ceptral
Coefficient (Hossan, 2010). The Next is the verification and testing (recognition stage) in which it
undergoes the following steps with the aid of a Matlab on the computer system; acquiring the
speech signal, performing the feature extraction using MFCC algorithm, reference model with
speech identification to determine similarity with what is in the data base, decision making,
verification of result for acceptance or rejection in order to drive the hardware operation. The final
stage is the hardware development, making use of a microcontroller which is interfaced with the
program developed in MATLAB which controls the operation and the LCD that display the state

of operation.

1.6  SIGNIFICANCE OF THE PROJECT

The importance of the project cannot be overemphasized because it will bring a lot of relieve to
water closet toilet user due to easy operation with the aid of speech recognition system.

The project will allow the physically challenge ones (handicap) in the society to be able to get rid
of their body wastes by using water closet toilet with great ease.

The aged ones and those with diseases like osteonecrosis and osteoporosis will be able to flush

their water closet toilet conveniehtiy.



CHAPTER TWO
LITERATURE REVIEW
2.1 PREAMBLE

Speech recognition has in years become a practical concept, which is now being implemented in
different languages around the world. Speech Recognition (is also known as Automatic Speech
Recognition (ASR), is the process of converting a speech signal to a sequence of words, by means
of an algorithm implemented as a computer program. It has been used in real-world human
language applications (Wiqas and Navdeep 2012), such as information recovery and it has been
applied in system as a means of controlling systems operation in place of switch or mechanical
means of operation. Speech in human can be said as the most common means of communication
because the information mai{ltains the basic role in conversation (Anusuya and Katti 2009). Speech
recognition system involves two phases; training phase and recognition phase. In training phase,
known speech is recorded and parametric representation of the speech is extracted and stored in
the speech database. In the recognition phase, for the given input speech signal the features are
extracted and the ASR system compares it with the reference templates to recognize the utterance.
In a speech recognition system, many parameters affect the accuracy of recognition such as
vocabulary size, speaker dependency, speaker independence, time for recognition, type of speech
(continuous, isolated) and recognition environment condition. The extraction and selection of the
best parametric representation of acoustic signals is an important task in the design of any speech
recognition system (Koustav, 2014). Speech recognition algorithm consists of several stages in

which feature extraction and classification are mainly important.

Speech recognition systems can be characterized by environment, vocabulary, acoustic model,
speaking style, speaking mode, language model, perplexity, Signal to Noise Ratio (SNR) and
transducer. The literature review for this project work was done by referring to the journal papers,
conference papers, articles, books and internet. This chapter describes a review of speech
recognition task, speech recognition approaches and current speech recognition system as well as
different type of methods applied to speech recognition system. Also the review of the advantages
and disadvantages of feature extraction techniques. This project work discusses the techniques and

methods to develop a speech recognition system.



2.2 TYPES OF SPEECH RECOGNITION.
Speech recognition systems can be separated in several different classes by describing what types
of utterances they have the abilitS/ to recognize (Shikha et al 2014). These classes are classified as

the following:

2.2.1 Isolated Words:

Isolated word recognizers usually require each utterance to have quiet (lack of an audio signal) on
both sides of the sample window. It accepts single words or single utterance at a time. These
systems have "Listen/Not-Listen" states, where they require the speaker to wait between utterances

(usually doing processing during the pauses).

2.2.2 Connected Words:
Connected word systems (or more correctly 'connected utterances') are similar to isolated words,
but allows separate utterances to be 'run-together' with a minimal pause between them (Anusuya

and Katti 2009).

2.2.3 Continuous Speech:

Continuous speech recognizers allow users to speak almost naturally, while the computer
determines the content, (Basically, it's computer dictation). Recognizers with continuous speech
capabilities are some of the most difficult to create because they utilize special methods to

determine utterance boundaries.

2.2.4 Spontaneous Speech:
At a basic level, it can be thought of as speech that is natural sounding and not rehearsed. An ASR
system with spontaneous speech ability should be able to handle a variety of natural speech

features such as words being run together



2.3 SPEECH RECOGNITION TECHNIQUES

The main objective of a speech recognition system is to have capacity to listen, understand and

then after act on the spoken information. A speech recognition system includes four main stages

which are;

71 Analysis

Feature Extraction

O
"1 Modelling
M

The four main stages are further classified. The figure 2.1 below gives the description of the

" 4

-

Matching
classification;
Analysis
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Segmentation
Analysis
Sub Segmental
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Figure 2.1 Speech recognition classification diagram (Santosh and Pravin 2010)
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24  ANALYSIS

The first stage is analysis. When the speaker speaks, the speech includes different types of

information that help to identify a speaker. The information is different because of the vocal tract,

the source of excitation as well as the behaviour feature (Shreya et al, 2015). As shown in the
figure above, the speech analysis stage can be further classified into three analyses:

a. Segmentation Analysis: In segmentation analysis, the testing to extract the information of
speaker is done by utilizing the frame size as well as the shift which is in between 10 to 30
wiilliseconds Gush ‘

b. Sub-segmental Analysis: In this analysis technique, the testing to extract the information of
speaker is done by utilizing the frame size as well as the shift which is in between 3 to 5
milliseconds (ms)'. The features of excitation state are analyzed and extracted by using this
technique.

c. Supra-segmental Analysis: In Supra-segmental analysis, the analysis (o extract the behaviour

features of the speaker is done by utilizing the frame size as well as theqshift size that ranges in

between 50 to 200 milliseconds.

2.5 FEATURE EXTRACTION TECHNIQUES

Feature extraction is the main part of the speech recognition system. It is considered as the heart
of the system. The work of this is to extract those features from the input speech (signal) that help
the system in identifying the speaker. Feature extraction compresses the magnitude of the mput
signal (vector) without causing any harm to the power of speech signal. Some of the feature

extraction techniques includes the following;

2.5.1 LINEAR PREDICTIVE CODING (LPC)

It is a tool which is used for speech processing, LPC is based on an assumption: In a series of
speech samples, we can make a prediction of the nth sample which can be represented by summing
up the target signd’s previous samples (k). The production of an inversefilter should be done so
that is corresponds to the formant regions of the speech samples. Thus ‘the application of these
filters into the samples is the LPC process. LP is a model based on human speech production. It
utilizes a conventional source-filter model, in which the glottal, vocal tract, and lip radiation

transfer functions are integrated into one all-pole filter that simulates acoustics of the vocal tract.



The principle behind the use of LPC is to minimize the sum of the squared differences between
the original speech signal and the estimated speech signal over a finite duration. This could be
used to give a unique set of prediétor coefficients. These predictor coefficients are estimated every
frame, which is normally 20 ms long. The predictor coefficients are represented by a k. Another
important parameter is the gain (G). The transfer function of the time varying digital filter is given
by H(z) = G/(1-Zakz-k)

Where k=1 to p, which will be 10 for the LPC-10 algorithm and 18 for the improved algorithm
that is utilized. Levinsion-Durbin recursion will be utilized to compute the required parameters for

the auto-correlation method (Deller ef al., 2000).

2.5.1.1 Performance Analysis of LPC
Following parameters are involved in performance evaluation of LPC's
i.  Bit Rates
ii.  Overall Delay of the System
iii.  Computational Complexity

iv.  Objective Performance Evaluation

2.5.1.2 Types of LPC
Following are the types of LPC
a Voice-éxcitatién LPC
0 Residual Excitation LPC
Pitch Excitation LPC

|

Multiple Excitation LPC (MPLPC)
Regular Pulse Excited LPC (RPLP)
Coded Excited LPC (CELP)

R

2.5.1.3 Advantages of Linear Predictive Coding
a. Itis areliable, accurate and robust technique for providing parameters which describe the
time-varying linear system which represent the vocal tract (Shanthi e tal, 2013).
b. Computation speed of LPC is good and provides with accurate parameters of speech.

c. Useful for encoding speech at low bit rate.
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2.5.1.4 Disadvantages of Linear Predictive Coding
It cannot distinguish the words with similar vowel sounds (Ghai & Singh 2012).
"1 Cannot represent speech because of the assumption that signals are stationary and hence
is not able to analyz? the local events accurately.
"1 LPC generates residual error as output that means some amount of important speech gets

left in the residue resulting in poor speech quality.

2.5.1.5 Characteristics of Linear Predictive Coding
Provides auto-regression based speech features (Furui ez al, 2005)
(1 Itis a formant estimation technique

"1 The residual sound is very close to the vocal tract input signal.

2.5.2 Mel Frequency Cepstral Coefficients

The MFCC (Furui ef al, 2005) (Gaikwad ef al, 2010) is the most evident example of a feature set
that is extensively used in speech recognition. As the frequency bands are positioned
logarithmically in MFCC.

The figure 2.3 shows the steps involved in MFCC feature extraction.

Voice Input Pre- Sampling
from the E:> Emphasis [~ and
Speaker Windowing

'

1SCT “0si a0 — Fast Fourier
Ducze‘re Cosine [ Mel Filte: q § o
Transtorm Bank Transform

/l

Output
Mel-coefficients

Figure 2.2 Steps involved in MFCC feature extraction (Koustav, 2014)



First Step
MFCC takes human perception sensitivity with respect to frequencies into consideration, and

therefore is the best for Speech recognition. Taking voice input from the speaker.

Second Step;
Pre Emphasis, The speech signal x(n) is sent to a high-pass filter:
Yy =% = & 2 (0= Livs ssesvacmmvamnrmmnovasssmossnshss (2.1
Where y(n)is the output signal and the value of a is usually between 0.9 and 1.0. The goal of pre-
emphasis is to compensate the high-frequency part that was suppressed during the sound
production mechanism of humans (Lindasalwa et al, 2010).
Third Step

Sampling and Windowing: The voice signal is divided into frames of N samples. Adjacent frames
are being separated byM(M < N). Typical values used are M =100 and N= 256

Hamming window is used as window shape by considering the next block in feature extraction
processing chain and integrates all the closest frequency lines. The Hamming window equation is
given as:

If the window is defined as W (n),0 < n < N — 1 where

N = number of samples in each frame

Y [n]= Output signal

X (n) = input signal

W (n) = Hamming window

Fourth Step.

Fast Fourier Transform: It convert each frame of N samples from time domain into frequency
domain. The Fourier Transform is to convert the convolution of the glottal pulse U[n] and the

vocal tract impulse response H[n] in the time domain. This statement supports the equation below:

Y(w) = FFT[h (t) * X(©)] = HW) * X(W)...ooervienn (2.2)
IfX(w), H (w) and Y (w) are the Fourier Transform of X(t), H(t) and Y (t) respectively.
Fifth Step

Mel filter Bank: The frequencies range in FFT spectrum is very wide and voice signal does not
follow the linear scale. Then, each filter output is the sum of its filtered spectral components (Gin-

- der and Ying, 2008). After that the following equation is used to compute the Mel for given

frequency £ in HZ:
10



F(Mel) = [2595 x log10[1 + f1700].....cccvvveerinniinnnn. (2.3)

Sisth and Seventh Step

Discrete Cosine Transform This is the process to convert the log Mel spectrum into time domain
using Discrete Cosine Transform (DCT). The result of the conversion is called Mel Frequency
Cepstrum Coefficient. The set of coefficient is called acoustic \;fectors. Therefore, each input
utterance is transformed into a sequence of acoustic vector. The output of Mel Coefficient is

obtained.

2.5.2.1 Advantages of Mel Frequency Cepstral Coefficient
= The recognition accuracy is high. That means the performance rate of MFCC is high.
= MFCC captures main characteristics of phones in speech.

*  Low.Complexity. 8

2.5.2.2 Dis Advantages of Mel Frequency'Cepstral Coefficient
e In background noise MFCC does not give accurate results (Ghai & Singh, 2012.)
e The filter bandwidth is not an independent design parameter ' ‘

o Performance might be affected by the number of filters (Juang, & Rabiner 2005)

2.5.2.3 Characteristics of MFCC
e Used for speech processing tasks.
e Mimics the human auditory s:}stem
e Mel frequency scale: linear frequency spacing below 1000Hz & a log spacing above

1000Hz.
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2.5.3 Relative Spectral Transform (RASTA).

RASTA. It is a technique which is used to enhance the speech when recorded in a noisy
environment. The time trajectories of the representations of the speech signals are band pass
filtered in RASTA. Initially, it was just used to lessen the impact of noise in speech signal but
know it is also used to directly enhance the signal (King et a/ 2005). The following figure shows
the process of RASTA technique. The main thought here is to subdue the constant factors
(Maheswari et al 2010).

. : . i Spectral | Transform by compressing static
Speech Signal Perform spectral analysis 3?' it ) i ! =

nonlinear iransformation
Amplitude

Transformed
spectral component
Filtered

Multiply by equal Transform by expanding static

{nidnassSnivennd s nonlinear transformation - Filter time trajectory

rise to power 0.33
Spectrum

. Compute all-pole model

Figure 2.3: Block diagram’of RASTA (Santosh and Pravin 2010)

To compensate for linear channel distortions the analysis library provides the power to perform
rasta filtering (Shreya et a/, 2015). The rasta filter is used either within the log spectral or cepstral
domains. In result the rasta filter band passes every feature coefficient. Linear channel distortions
seem as an additive constant in each the log spectral and therefore the cepstral domains. The high-
pass portion of the equivalent band pass filter alleviates the result of convolution noise introduced

in the channel. The low-pass filtering helps in smoothing frame to border spectral changes.

2.5.3.1 Advantages of RASTA
"] Removes the slow varying environmental variations as well as the fast variations in

artefacts. (Kle.vans & Rodman, 1997)
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M This technique does not depend on the choice of microphone or the position of the
microphone to the mouth, hence it is robust. (Maheswari e/ al, ZO:iO)

7 Captures frequencies with low modulations that correspond to speech (Moore. 1994)

2.5.3.2 Disadvantages of RASTA
T This technique causes a minor deprivation in performance for the clean information but it
also slashes the error in half for the filtered case. (Maheswari er al, 2010) RASTA

combined with PLP gives a better performance ratio (Moore, 1994).

2.5.3.3 Characteristics of RAS"i‘A
i. It is a band pass filtering technique.
ii.  Designed to lessen impact of noise as well as enhance speech. That is, it is a technique
which is widely used for the speech signals that have background noise or simply noisy

speech,

2.5.4 Probabilistic Linear Discriminate Analysis (PLDA)
This technique is an extension for linear probabilistic analysis. Initially this technique was used

for face recognition but now it is used for speech recognition (Morales et al, 2005).

2.5.4.1 Advantages of PLDA
1. It is a flexible acoustic model which makes use of variable number of interrelated input
frames without any need of covariance modelling

2. High recognition accuracy (Morales et al. 2005).

2.5.4.2 Disadvantages of PLDA
1. The Gaﬁssian assumption which are on the class conditional distributions. This is just an
assumption and is not true actually.
2. The generative model is also a disadvantage. The objective was to fit the date which takes

class discrimination into account (Reddy, 1966).
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2.5.4.3 Characteristics of PLDA
1. Based on i-vector extraction. The i-vector is one which is full of information and is a low
dimensional vector having fixed length.
2. This technique uses the state dependent variables of HMM. PLDA is formulated by a

generative model.

2.5.5 Perceptually Based Linear Predictive Analysis (PLP)

H.Hermansky, B. A. Hanson, H. Wakita proposed a new PLP analysis (Hermansky ef al, 1985),
which models f)ercept;lally motivated auditory spectrum by a low order all pole function, using
the autocorrelation LP technique. This technique was mainly focused in cross-speaker isolated
word recognition. PLP analysis results also demonstrated that speech representation is more

consistent than the standard LP method.

SPEECH
l |
CRITICAL BAND LTA
ANALYSIS INTERPOLATION
v :
EQUAL DIVERSE
LOUDNESS DET
PRE-EMPHASIS .
™ !
} v
SEEInT SOLUTION FOR
ke AUTOREGRESSIVE
C a?a'ii?.aw}; COEFFICIENTS
‘ ALL POLE
MODEL

Figure 2.4 Block diagram of PLP (Hermansky ef al 1985)

It involves two major steps: Obtaining auditory spectrum and approximating the auditory spectrum
by an all pole model. Auditory spectrum is derived from the speech waveform by critical-band
filtering, equal loudness curve pre-emphasis, and intensity loudness root compression
(Hermansky, 1986; Atal, 1974). The PLP analysis provides similar results as with LPC analysis
but the order of PLP model is half of LP model.
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2.5.5.1 Advantages of PLP
i.  The spectral resolution of human hearing is roughly linear up to 800 or 1000 Hz, but it
decreasés with increasing frequency above this linear range.
ii,  PLP incorporates critical-band spectral-resolution into its spectrum estimate by remapping
the frequency axis to the Bark scale and integrating the energysin the critical bands to

produce a critical-band spectrum approximation

2.6 APPROACHES TO SPEECH RECOGNITION:
1 Basically there exist three approaches to speech recognition. These include;

[ Acoustic Phonetic Approach

71 Pattern Recognition Approach

7 Artificial Intelligence Approach

2.6.1 Acoustic Phonetic Recognition
Acoustic phonetic recognition performs the function at phoneme level. It exist distinctive, finite
phonemes which are characterized by a set of acoustic properties that occur in a speech signal
(Juang & Rabiner 2005). English language includes forty different phonemes and doesn't depend
on the vocabulary. It is the earliest approach of SRS to recognize speech by providing labels to the
speech. This approach includes highly variable phonetic units, the variability in these unit are
straight forward which are easily learned by machine (King e 7al, 2007). -
This approach is divided into three stages

71 Feature Extraction

71 Segmentation and Labeling

71 Word-level recognition

Segmentation and labeling string of words are produced from phonetic label sequence.

In first step the spectral analysis of speech signal along with feature detection are performed which
convert spectral measurements td set of features that provide vast acoustic properties to the signal.
In second step attachment of phonetic label is done with segmentation region of speech signal. It

gives phoneme lattice characterization of speech signal. In the last step by using
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Figure 2.5: Acoustic Phonetic Recognition Block Diagram (Shaikh and Deshmukh 2016)

2.6.2 Artificial Intelligence approach (Knowledge Based approach)

The Artificial Intelligence approach (.Moore, 1994) is a hybrid of the acoustic phonetic approach
and pattern recognition approach. In this, it exploits the ideas and concepts of Acoustic phonetic
and pattern recognition methods. Knowledge based approach uses the information regarding
linguistic, phonetic and spectrogram. Some speech researchers developed recognition system that
used acoustic phonetic knowledge to develop classification rules for speech sounds. While
template based approaches have been very effective in the design of'a variety of speech recognition
systems; they provided little insight about human speech processing, thereby making error analysis
and knowledge-based system enhancement difficult. On the other hand, a large body of linguistic
and phonetic literature provided insights and understanding to human speech processing. In its
pure form, knowledge engineering design invol ves thedirect and explicit incorporation of expert's
speech knowledge into a recognition system. This knowledge is usually derived from careful study
of spectrograms and is incorporated using rules or procedures. This form of knowledge application
makes an important distinction between knowledge and algorithms. Algorithms enable us to solve

problems. Knowledge enable the algorithms to work better.

2.6.3 Pattern Recognition Approach
By using mathematical framework this approach formulates speech pattern representation from
formal training algorithms by set of labeled training samples via formal training algorithms

(Klevans and Rodman 1997). This approach involves two major steps.
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| Pattern training

| Pattern comparison
In pattern training process speech signals are shown in speech template or statistical modal. In
pattern comparison process unknown speeches are compared with possible learned pattern which

are formed from training stage.

Results

Fig 2.6: Pattern Recognition Approach Block Diagram (Shaikh and Deshmukh 2016)

There exists two methods in this approach namely;

2.6.3.1 Template approach and stochastic approach.

In template based approach a collection of prototypical speech patterns are stored as reference
patterns representing the dictionary of candidate words (Annusuya & Katti 2009). Recognition is
then carried out by matching an unknown spoken utterance with each of these reference templates
and selecting the category of the best matching pattern. Usually templates for entire words are
constructed. This has the advantage that, errors due to segmentation or classification of smaller
acoustically more variable units such as phonemes can be avoided. In turn, each word must have
its own full reference template; template preparation and matching become prohibitively expensive
or impractical as vocabulary size increases beyond a few hundred words. One key idea in template
method is to derive a typical sequences of speech frames for a pattern (a word) via some averaging

procedure, and to rely on the use of local spectral distance measures to compare patterns.
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Best Match Results

2.7: Template Based Approach Block Diagram (Shaikh and Deshmukh 2016)

2.6.3.2 Stochastic Approach:

Stochastic modeling (Moore, 1994) entails the use of probabilistic models to deal with uncertain
or incomplete information. In speech recognition, uncertainty and incompleteness arise from many
sources; for example, confusable sounds, speaker variability s, contextual effects, and homophones
words. Thus, stochastic models are particularly suitable approach to speech recognition. The most
popular stochastic approach today is hidden Markov modeling. A hidden Markov model is
characterized by a finite state markov model and a set of output distributions. The transition
parameters in the Markov chain models, temporal variabilities, while the parameters in the output
distribution model, spectral variabilities. These two types of variabilites are the essence of speech

recognition. Compared to template based approach.

2.7 ALGORITHMS FOR SPEECH RECOGNITION

2.7.1 Dynamic Time Warping (DTW):

Dynamic time warping is an algorithm for measuring similarity between two sequences which may
vary in time or speed. For instance, similarities in walking patterns would be detected, even if in
one video, the person was walking slowly and if in another, he or she were walking more quickly
or even if there were accelerations and decelerations during the course of one observation (Shaikh
and Deshmukh 2016). DTW has been applied to video, audio, and graphics indeed, any data which
can be turned into a linear representation can be analyzed with DTW. A well-known application
has been automatic speech recognition, to cope with different speaking speeds.In general, DTW is

a method that allows a computer to find an optimal match between two given sequences (e.g. time
18



series) with certain restrictions. The sequences are "warped" non-linearly in the time dimension to

determine a measure of their similarity independent of certain non-linear variations in the time

dimension.

2.7.2 Vector Quantization (VQ):

Vector Quantization (VQ) (Moore, 1994) is often applied to ASR. It is useful for speech coders,
i.e., efficient data reduction. Since transmission rate is not a major issue for ASR, the utility of VQ
here lies in the efficiency of using compact codebooks for reference models and codebook searcher
in place of more costly evaluation methods, for each vocabulary word gets its own VQ codebook,
based on training sequence of several repetitions of the word. The test speech is evaluated by all
codebooks and ASR chooses the word whose codebook yields the lowest distance measure. In
basic VQ, codebooks have no explicit time information (e.g., the temporal order of phonetic
segments in each word and their relative durations are ignored), since codebook entries are not
ordered and can come from any part of the training words. However, some indirect durational cues
are preserved because the codebook entries are chosen to minimize average distance across all
training frames, and frames, corresponding to longer acoustic segments (e.g., vowels) are more
frequent in the training data. Such segments are thus more likely to specify code words than less
frequent consonant frames, especially with small codebooks. Code words nonetheless exist for

constant frames because such frames would otherwise contribute large frame distances to the

codebook.
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Figure 2.8: VQ recognition process (Shikha et al 2014).
Above figure shows a conceptual diagram to illustrate this recognition process. In the figure, only

two speakers and two dimensions of the acoustic space are shown. The circles refer to the acoustic
vectors from the speaker | while the triangles are from the speaker 2. In the training phase, a
speaker-specific VQ codebook is generated for each known speaker by clustering his/her training
acoustic vectors (Ashish, 2007). The result code words (centroids) are shown in Figure by black
circles and black triangles for speaker 1 and 2, respectively. The distance from a vector to the
closest codeword of a codebook is called a VQ-distortion. In the recognition phase, an input
utterance of an unknown voice is “vector-quantized” using each trained codebook and the total
VQ distortion is computed. The speaker corresponding to the VQ codebook with smallest total

distortion is identified.

2.7.3 Artificial Neural Networks

The artificial intelligence approach (Lesser ef al. 1975) attempts to mechanize the recognition
procedure according to the way a person applies intelligence in visualizing, analyzing. and
characterizing speech based on a set of measured acoustic features. Among the techniques used
within this class of methods are use of an expert system (e.g., a neural network) that integrates
phonemic, lexical, syntactic, semantic, and even pragmatic knowledge for segmentation and
labeling, and uses tools such as artificial neural networks for learning the relationships among
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phonetic events (Weibel er al, 1989). The focus in this approach has been mostly in the
representation of knowledge and integration of knowledge sources. A neural network can be
defined as a model of reasoning based on the human brain. The brain consists of a densely
interconnected set of nerve cells, or basic information-processing units, called neurons. The human
brain incorporates nearly 10 billion neurons and 60 trillion connections, synapses, between them.
By using multiple neurons simultaneously, the brain can perform its functions much faster than
the fastest computers in existence today. Each neuron has a very simple structure, but an army of
such elements constitutes a tremendous processing power. A neuron consists of a cell body. soma,

a number of fibers called dendrites, and a single long fiber called the axon.
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Figure 2.9: Artificial Neural Network

An artificial neural network consists of a number of very simple processors, also called neurons,
which are analogous to the biological neurons in the brain. The neurons are connected by weighted
links passing signals from one neuron to another. The output signal is transmitted through the
neuron’s outgoing connection. The outgoing connection splits into a number of branches that
transmit the same signal. The outgoing branches terminate at the incoming connections of other

neurons in the network.

2.7.3.1 The three basic types of learning,
1. Supervised Learning
2. Un-Supervised Learning
3. Reinforced Learning
1. Supervised Learning - Applications in which the training data comprises examples of the

input vectors along with their corresponding target vectors (output vectors) are known as
21



supervised learning problems. Supervised learning is when the data you feed your

algorithm is "tagged" to help your logic make decisions. Eg. Face recognition, perceptron

Un- Supervised Learning - In other pattern recognition problems, the training data
consists of a set of input vectors x without any corresponding target values. The goal in
such unsupervised learning problems may be to discover groups of similar examples within
the data, where it is called clustering. Clustering is unsupervised learning: you let the
algorithm decide how to group samples into classes that share common properties. Eg.
Hopfield Network

Reinforced Learning - In reinforcement learning, data are usually not given, but generated
by an agent's interactions with the environment. At each point in time, the agent performs
an action and the environment generates an observation and an instantaneous cost,
according to some (usually unknown) dynamics. The aim is to discover a policy for
selecting actions that minimizes some measure of a long-term cost; i.e., the expected
cumulative cost. The environment's dynamics and the long-term cost for each policy are

usually unknown, but can be estimated.

2.7.3.2 There are two types of ANN,
1. Feed-Forward NN
2. Recurrent NN

l.

Feed-Forward Neural Network (FFNN) - A feed forward neural network is an artificial
neural network where connections between the units do nor form directed.

Recurrent NN - A recurrent neural network (RNN) is a class of artificial neural network
where connections between units form a directed cycle. This creates an internal state of the

network which allows it to exhibit dynamic temporal behaviour.
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2.7.3.3 Advantages of ANN
i.  ANNSs are highly non-linear modelling
ii.  ANN is nonlinear model that is easy to use and understand compared to statistical methods.
ANN is non-parametric model while most of statistical methods are parametric model that

need higher background of statistic.

iii.  ANN with Back propagation (BP) learning algorithm is widely used in solving various
classifications and forecasting problems. Even though BP convergence is slow but it is

guaranteed.

2.7.3.4 Areas of Application of ANN
1. Character Recognition
2. Image Compression

3. Medicine and Security

2.7.4 Hidden Markov Model (HMM)

A Hidden Markov Model (HMM) is a statistical Markov model in which the system being
modelled is assumed to be a Markov process with unobserved (hidden) states. An HMM can be
presented as the simplest dynamic Bayesian network. A Hidden Markov Model is a collection of
states connected by transitions. It begins in a designated initial state. In each discrete time step, a
transition is taken into a new state, and then one output symbol is generated in that state. The
choice of transition and output symbol are both random, governed by probability distributions. The
HMM can be thought of as a black box, where the sequence of output symbols generated over time
is observable, but the sequence of states visited over time is hidden from view. Thisis why it's
called a Hidden Markov Model. The figure 11 below is a general type of a HMM model, any state

can be revisited and the revisits do not need to take place at specific time intervals.
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Fig 2.10: A General Hidden Markov Model (Rabiner and Junang 1986)

2.7.4.1Algorithms of HMM
There are three basic algorithms associated with Hidden Markov Models:

1 Forward algorithm, useful for isolated word recognition;
"1 Viterbi algorithm, useful for continuous speech recognition; and

71 Forward-backward algorithm, useful for training an HMM.

2.7.4.2 Limitations of HMM
Constant observation of frames
"1 The Markov assumption
71 Lack of formal methods for choosing a model topology
71 Large amounts of training data required

(1 Weak duration modelling

2.7.5 Matching Techniques: The word that has been detected is used by the engine of speech

recognizer to a word that is already known by making use of one of the following techniques:

i. Sub word matching: Phonemes are looked up by the search engine on which the system later
performs pattern recognition. These phonemes are the sub words thus the name sub word

matching. The storage that is required by this technique is in the range 5 to 20 bytes per word
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which is much less in comparison to whole word matching but it takes a large amount of

processing.

ii. Whole word matching: In this matching technique there exists a pre-recorded template of a
particular word according to which the search engine matches the input signal. The processing that
this technique takes is less in comparison to sub word matching. A disadvantage that this technique
has is that we need to record each and every word that is to be recognized beforehand in order for
the system to recognize it and thus it can only be used when we know the vocabulary of recognition
beforehand. Also these templates need storage that ranges from 50 bytes to 512 bytes per word

which very large as compared to sub word matching technique (Abdulla, et al, 2003).

2.7.6 PERFORMANCE ASSESSMENT OF SPEECH RECOGNITION

The performance of speech recognition systems is usually measured in terms of accuracy and
speed. Accuracy may be measured in terms of performance accuracy which is usually rated with
Word Error Rate (WER), whereas speed is measured with the real time factor. Other measures of
accuracy include Single Word Error Rate (SWER) and Command Success Rate (CSR).

Word Error Rate (WER): Word error rate is a common metric of the performance of a speech
recognition or machine translation system (Anusuya and Katti 2009). The general difficulty of
measuring performance lies in the fact that the recognized word sequence can have a different
length from the reference word sequence. The WER is derived from the Levenshtein distance,
working at the word level instead of the phoneme level. This problem is solved by first aligning
the recognized word sequence with the reference (spoken) word sequence using dynamic string
alignment.

Word error rate can then be computed as

WER = (S+D+I)/N
S is the number of substitutions,

D is the number of the deletions,
I is the number of the insertions,
N is the number of words in the reference.
When reporting the performance of a speech recognition system, sometimes Word Recognition
Rate (WRR) is used instead:
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WRR=1-WER=1—=(S+D+)/N.................. (24)
=(H-1)/N
Where H = (N-S-D) is the correctly recognized words.

2.7.7 APPLICATION AREA OF SPEECH RECOGNITION

Table 2.1: Application area of Speech Recognition

AREA OF APPLICATION USES

Speech/Telephone/ Communication Telephone directory enquiry without operator

Sector/Recognition assistance

Education area Teaching students of foreign languages to
pronounce

Vocabulary correctly. Teaching overseas
students to
Pronounce English correctly.
Artificial Intelligence aspect Robotics
Physically Handicapped Useful to the people with limited mobility in
their arms and hands or for those without sight
Health Health care, Medical Transcriptions (digital

speech to text).

2.8 REVIEWED WORK

In 2016 there was a work on Voice Controlled Home Automation by Akshay ez al (2016)

With the rapid increase in the number of elderly ones in the society and the handicapped, there is
great need for speech control systems. This project is about controlling home appliances with the
aid of speech. The automation recognizes voice commands given by the user and transfers ittoa
microcontroller which detects the voice command and proceeds with the switching accordingly.
Raspberry Pi microcontroller module & Bluetooth module HCOS was used to implement the
vision. The home automation system is intended to control all lights and other electrical appliances

in a home or office using voice commands.
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A voice control wheel chair project was done by Bhargavi et al (2015), to help the physically
challenged and old people who face many problems in life regarding to mobility and enable them
not to be dependent relatives or individuals in the society to be moving them from one place to
another. The invention of the wheel chair is of a great help to them but it still restricts their

movement. Voice controlled wheel chair was made using HM2007 voice recognition kit.

In 2015 also, a project work was implemented using Voice Controlled Wheel Chair Using Arduino
by Karka er al (2015). The project is to help the physically challenged people and the elderly
people who need the assistance of others to help them in moving from one spot to another. The
project makes use of Arduino Uno board and other components. Voice Recognition Kit (HM2007
Module) is being used to recognize the voice command. The voice command given is converted
to binary numbers by Voice Recognition Kit and those binary data is given to the arduino board
“for the control of the wheel chair. For example when the user says “forward” then chair will move
in Forward direction and when he says “ Backward” than the chair will move in backward direction
and similarly for left, right and stop. We have used LCD display unit to display the direction in

which direction of the wheel chair.

In 2008 there was a work on Robot Control with Voice Command by Muhammed, (2008).

The project was on robot control with voice command. The system developed in this project is a
robot controlled with the speech commands. Speech commands are taken by a microphone. The
features of the commands are extracted with MFCC algorithm. The commands are recognized
using Neural Network. The recognized command converted to the form in which the robot can
recognize. The final form of the commands is sent to the robot and the robot move accordingly.
The set of command the robot was trained to recognize are; Move Forward, Move Backward, Turn

Right, Turn Left, Stop and Continue.

In 2007 there was a work on a project that is SOPC-based Voiceprint Identification System which
was done by Huan et af (2007). It is an efficient means of recognition compare to other forms of
biometric means of identification. Voiceprint, as a basic human physiological characteristics,
possess a unique role which is difficult to manipulate, imitate and replace. Voice authentication
refers to the process of accepting or rejecting the identity claim of a speaker on the basis of

individual information present in the speech waveform. It has received increasing attention over
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the past two decades, as a convenient, user-friendly way of replacing (or supplementing) standard
password-type matching. The authentication procedure requests from the user to pronounce a
random sequence of digits. After capturing speech and extracting voice features, individual voice
characteristics are generated by registration algorithm. The central process unit decides whether
the received features match the stored voiceprint of the customer who claims to be, and accordingly

grants authentication.

In 2004 there was a work on a Voice Activated Door Control System which allow the opening of
home doors and office doors by the use of voice control which was implemented by Emerson ez al
(2004). Words are programmed and stored on the microprocessor of the voice recognition circuit
and while the circuit is powered on it constantly listens for external commands, when a command
is recognized it sends an appropriate signal to its output port to activate attached interface cards
and/or devices. The components used include the following; Voice Recognition Circuit, Relay
Interface Circuit (SPDT Switches), H-Bridge DC Motor, Control Circuit, 6 Speed Gear System &
DC Motor, SN74L.886 Quad 2-Input Exclusive OR Gate and LMS555 Precision Timer - 8 Pin, DIP

(Used in conjunction with the H Bridge, for motor timing configuration
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CHAPTER THREE
DESIGN METHODOLOGY

3.1 PREAMBLE

The project is on the designing and development of water closet toilet that will be flushed through
speech recognition system. In the development and implementation of the project several steps
will be taking into consideration. This project will be implemented with the aid of a MATLAB
software to produce the speech recognition system which comprises of acquisition stage,
recognition stage with the database. Mel Frequency Cepstral Coefficient (MFCC) is used in which
FET Fast Fourier Transform is used in the speech signal analysis, for the speech recognition. Next
is the hardware development, making use of PIC16F628A microcontroller which receives signal

from the speech recognition system developed in MATLAB and controls the transistor for the

flushing of the water closet.

32 Analyzing the System

The flushing of water closet toilet system based on speech recognition is built using MATLAB

and implemented using a hardware model.
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The schematic diagram for the water closet toilet flushed through speech recognition.
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Figure 3.1: Schematics éf the éircdit fa:r the hardware, for the flushing of the water closet toilet.
From the schematic diagram above which shows the hardware with PIC16F628A microcontroller
which receives an access signal from the MATLAB after the recognition stage of the MATLAB
through a COM port (serial program cable). Here, after recognition of the speech by the speech
recognition system created with MATLAB, an access signal is sent through the COM port to the
PIC16F628A microcontroller which controls the opening and closing of the model water closet
toilet through the Transistor (2N2222A) in which the DC water pump mechanism works with the
DC Motor to control the water chamber for flushing. The LCD displays the status of the system

operation.
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3.3.1 THE OPERATION AND THE SYSTEM BLOCK DIAGRAM OF THE PROJECT
The development and operation of the system is described below;

Stages in speech recognition are basically two stages which are the speech training stage and the
speech verification and testing (recognition stage). In the training stage we have the following
procedures; data acquisition stage (Speech input), the computer with the aid of a Matlab will
perform the following operation for the first stage in processing the speech; analog to digital
conversion, preprocessing and filtering (Ashish and Amit 2007), feature extraction using Mel
Frequency Ceptral Coefficient in speech processing, the speech signal will be first transformed
and compressed for further processing. There are many signal analysis techniques are available
which are used to extract the important features and compress the signal without losing any
important information.

FFT (Fast Fourier Transform) will be used in this project to convert the word signal into spectrum
(Hossan, 2010). The Next is the verification and testing (recognition stage) in which it undergoes
the following steps with the aid of a Matlab on the computer system; acquiring the speech signal,
performing the feature extraction using MFCC algorithm, reference model with speech
identification to determine similarity with what is in the database, decision making, verification of
result for acceptance or rejection in order to drive the hardware operation. The final stage is the
hardware development, making use of a microcontroller which is interfaced with the program
developed in MATLAB which controls the operation and the Liquid Crystal Display (LCD) that

shows the state of operation.
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3.3.2 System Block Diagram

The stages in speech recognition are described below in the figure 3.7, the computer with the
aid of a Matlab will perform the following operation for the first stage in processing the
speech; analog to digital conversion, preprocessing and filtering. The Next is the verification
by performing the feature extraction using MFCC algorithm, reference model with speech
identification to determine similarity with what is in the data base, decision making and
verification of result for acceptance or rejection in order to drive the hardware operation. The
final stage is the hardware development, making use of a microcontroller which is interfaced
with the program developed in MATLAB which controls the operation and the LCD that

display the state of operation.

Micro | | Data | | Preprocessing Feature
phone | | Y| acquisition = - ADC | stage and extraction
stage filtering using MFQC
LCDto display .
the state of Recognition,
operation of the aspect anq
spdenn clgss:ﬂcahon. AC
Microcontroller to
drive the system.

Figure 3.2: A block diagram of the system operation.
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3.3.3 Flow Chart Diagram for the Speech Recognition

Sart

Gettingthe
speech signal

Performing MFOC
algorithm operation

I

Determining the similarity
between the training and
testing speech signal

Send in external speech command

Compare the
speech signal with
that in the data
base if they are the
same

YES
Send the speech signal to
activate decision command

Sop

Figure 3.3: Flow chart diagram for the speech recognition
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3.4 Steps for signal acquisition and processing.
7 Recording the word signal in the audio format by the recorder.
| The audio format is being converted into .wav format by converter.
The sampling frequency was converted to 8 kHz of word signal.
7 The .wav file will be read in Matlab.
] The file is used for analysis through Fast Fourier Transform (FFT).

3.5 The basic operation that follows in the system implementation are;
7 Testing the speech recognition system
1 Setting up and testing the transistor, the DC water pump which works with the DC motor.
Assembling the model for the water closet toilet.

Interfacing all the various components and testing the overall system.

3.6 COMPONENTS THEORY

The materials used in the development and implementation of a water closet system are listed

below;
7 MATLAB software for development of speech recognition system

1 Microcontroller is (PIC16F628A)
71 Microphone

[l LCD display

-

5v DC Submersible water pump for flushing
1 2N2222A Transistor

M Resistor (1k, 10k, 22k, 4.7k)

USB Module Interfaced with RS232

Crystal Oscillator (4 MHz)

O

I

Capacitors (22pf)



3.6.1 The Microphone.

The main function of a Preamplifier is to amplify small and weak signals for further amplification.
Generally, weak signals from microphones, audio sources and other sound detectors need to be
extracted with compromising the intrinsic signal to noise ratio (SNR). Hence, the best position of
a preamplifier is close to the sensor or detector. The output of the preamplifier is further amplified
by Power Amplifiers. Preamplifier amplifies the signal with very high gain but doesn’t have the
current gain to drive the output. Furthermore, the boosted signal from preamplifier is given to a

power amplifier where the current is amplified.

3.6.2 5V DC Submersible Water Pump

A submersible pump is a device which has a hermetically sealed motor close-coupled to the pump
body. The whole assembly is submerged in the fluid to be pumped. The main advantage of this
type of pump is that it prevents pump cavitation, a problem associated with a high elevation
difference between pump and the fluid surface. Submersible pumps push fluid to the surface as
opposed to jet pumps having to pull fluids. Submersible are more efficient than jet pumps. It uses
a direct current of 5V in its operation. Its application in the system is to supply water for flushing

of the water closet.

Figure 3.4: 5V DC Submersible Water Pump.
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3.6.3 Liquid Crystal Display (LCD)

A liquid-crystal display (LCD) is a flat-panel display or other electronically modulated optical
device that uses the light-modulating properties of liquid crystals. Liquid crystals do not emit light
directly, instead using a backlight or reflector to produce images in color or monochrome. LCDs
are available to display arbitrary images (as in a general-purpose computer display) or fixed images
with low information content, which can be displayed or hidden, such as preset words, digits, and
7-segment displays, as in a digital clock. They use the same basic technology, except that arbitrary

images are made up of a large number of small pixels, while other displays have larger elements.

Figure 3.5: An LCD diagram (16X2)
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3.6.4 Microcontroller (PIC16F628A)

PIC16F628A

Figure 3.6: An image of PICI6F6284 (Microchip Technology Inc., 2007)

The microcontroller (PIC16F628A) is 18-Pin FLASH based members of the versatile PIC16CXX
family of low cost. high performance, CMOS, fully-static, 8-bit microcontrollers. The
PIC16F628A has enhanced core features, eight-level deep stack, and multiple internal and external
interrupt sources. The separate instruction and data buses of the Harvard architecture allow a 14-
bit wide instruction word with the separate 8-bit wide data. The two-stage instruction pipeline
allows all instructions to execute in a single cycle, except for program branches (which require
two cycles). A total of 35 instructions (reduced instruction set) are available, complemented by a
large register set. PIC16F628A microcontroller typically achieve a 2:1 code compression and a
4:1 speed improvement over other 8-bit microcontrollers in their class. PICT6F628A device has
integrated features to reduce external components, thus reducing system cost, enhancing system
reliability and reducing power consumption. A highly reliable Watchdog Timer with its own on-
chip RC oscillator provides protection against software lockup.
It has the following additional features;

71 Internal and external oscillator options

7 Precision Internal 4 MHz oscillator factory calibrated to £1%
71 Low Power Internal 37 kHz oscillator
71 External Oscillator support for crystals and resonators.
1 Power saving SLEEP mode
"] Programmable weak pull-ups on PORTB

1 Multiplexed Master Clear/Input-pin
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Table 3.1: Parametric description of the microcontroller.

NAME VALUE
Program Memory Type Flash
Flash Program Memory Size (words) 2048
Clock Maximum Frequency of Operation (MHz) 20
RAM Data Memory (bytes) 224
EEPROM Data Memory (bytes) 128
Serial Communications USART
Capture/Compare/PWM modules 1
Timer Module(s) TMRO, TMR1, TMR2
Number of Comparators 2
Internal Voltage Reference Yes
Interrupt Sources 10
[/O Pins 16
Temperature Range (C) - 40 to 85
Operating Voltage Range (V) 3.0t0 5.5

18-Pin PDIP, SOIC
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[PIC16F628A

O~
RAZ/ANZ/VREF +—] | 1 18 [ Je— rA1TAN1

17 [Jo— RAOANO

16 [ Ja—s RAT/OSC/CLKIN
15 },_, RAB/OSCZ/CLKOUT
14 :[-—— VDD

13 ]-—- RB7/T108IPGD

12 ]4—» RBE/T10SO/T1CKIPGC

11 ]4——» RBS

10 :|-——- RB4/PGM

RA3JAN3/CMP1 -—--1-[

RAL TOCKICMPZ 4——-—{

RAS/MCLR/ VPP —————[

Vss ,___...[

RBOANT +—] |
RB1/RX/DT +— |
RB2/TX/CK +——]
RB3/CCPT =+— |

W ® N O Ok WN
VerINBZI/v.Z949101d

Figure 3.7: A diagram for Pin description of PICI6F628A (Microchip Technology Inc., 2007)

3.6.5 2N2222A NPN Transistor

The 2N2222A is a common NPN bipolar junction transistor (BJT) used for general purpose low —
power amplifying or switching applications. It is designed for low to medium current, low power,
medium voltage and can operate at moderately high speeds (10). the collector and emitter will be
left open (Reverse biased) when the base pin is held at ground and will be closed (Forward biased)
When a signal is provided to base pin. 2N2222A has a gain value of 110 to 800, this value
determines the amplification capacity of the transistor. The maximum amount of current that could
flow through the collector pin is 800mA.

Features:

Bi-polar high current NPN Transistor

DC Current Gain (hrg) is 100

Continuous Collector current (I¢) is 800mA.

Emitter Base Voltage (Vgg) is 6V

Collector Emitter Voltage (Vce) is 30V

Base Current (Ig) is SmA maximum current
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COLLECTOR

Figure 3.8: A description of 2N22224 NPN Transistor.
Table 3.2: Pin description of the 2N2222A Transistor.

Pin Pin Name Description
Number '
1 Collector Current flows in through collector
2 ©  Base Controls the biasing of transistor
3 Emitter Current drains out through emitter

3.6.6 Relationship between Resistor and Other Components (Microcontroller, Transistor

and LCD)
e Equation for relationship between resistor and LCD

Vou — Vu

R=
Iy

e e e oo (3.1)

R = Resistance
Vog = High output voltage
I; = Resistor desire current

V; = Desire voltage
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o Equation for relationship between resistor and transistor

Voec — Vee

R=
Rc¢

SRR ¢ )

R = Resistance
Vpc = Direct current voltage
Vg = Colléctor Emitter voltage N

R = Collector resistance
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CHAPTER FOUR
IMPLEMENTATION AND RESULTS

4.1 PREAMBLE

This chapter will briefly discuss on the execution, results and discussion of the system developed.
This consists of software and hardware implementation, where the main speech recognition system
is done using MATLAB software and also, explains the database design of the speech recognition
system and the different steps in execution and results gotten from the MATLAB. The hardware
implementation is done using a model water closet, built to be used for the speech recognition

system built in MATLAB.

42 DESIGN OF THE SPEECH SYSTEM DATABASE
The speech system database was designed using a sequentially structural method whereby each
section leads to another in the whole speech program. The database was done using the MATLAB
software (MATLAB 2007). The speech system code was written in MATLAB, has some sections
which are listed below and these sections are backed up with their individual code sections too.

"1 Add a new speech from microphone

Speech recognition from microphone

| Mel Frequency Cepstral Coefficient (MFCC) Representation

| Database info

| Delete Database

M Exit
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The picture below isthe graphical user interface (GUI) menu or section code and the execution result

~

FMENU == ® |

Speech Recognition System

Add a new speech from microphone

Speaker recognition from microphons

MFCC Representation

Database Info

Delete database

Exit

Figure 4.1: The GUI for the speech recognition system

1. Add new speech from microphone

This is the first section of the speech recognition system where speech signals or data in the form of
speech is added to the database of the system. This can also be said to be the training stage of the whole
speech system where the system is trained with different individua’s speech signals which are then
stored in the speech database, and used as a reference in the recognition stage of the system. In this
stage, during the acquisition of the speech signal, some parameters are to be inputted for good
acquisition of speech signal, these parameter are; a class number (sound 1D) that will be used to
differentiate different speech in database and also will be used for recognition; the sampling frequency;
bits per sample; duration of recording which is in seconds. There are some recommended values for
these parameters listed above, sampling frequency (22050 recommended), sampling bits (8

recommended), and duration of recording in seconds (2 seconds recommended). After recording, the

sounds are added to the database of the speech system.
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Lommand Wingow

Hello Dear intending User!, your SOUND 1D 1s:1
you have just I seconds to speak to the microphone

Insert the sampling frequency or press (enter-key) to use (22050Hz reconmended valus):
22050

Insert the numbsr of bits per sample or prass (enter-key) to use(Bbits rzcomended valuaj!
8

Presa y then (entar-key) to record your speech: y

you have 2 seconds to speak to the microphons SRR e ST
Press (emter-key) vhen you ready to record--» !.[_)‘“ab“““”&

Now, speak into microphone... ]
Recording... e seund tul.wav for user with sound 1D 11 _is added to database
Recording...
Recording. ..
Recording...
Pecording stoppzd.
Press (enter-kay) to listen to your recorded Speech--»

Press y then (enter-key) to save your recorded speech or n to record again:

o8]

|

Figure 4.2: Adding speech sample to the database.

2. Speech Recognition from Microphone
This is the second section in the speech system database which is the core section of the whole project.

This section controls the flushing of the water closet as it recognizes the sound ID with flush. During
the recognition stage of the speech system, speech signals entered into the system are processed and
compared to see if there is a match for the signal in the database of the system. The processing of these
signals include the use of MFCC for feature extraction and VQLBG (vector quantization using LBG
algorithm) for easy recognition of speech signals. In recognition, VQLBG was used instead of HMM,
ANN, Gaussian method as it has faster processing and dynamic to changes in the use of different
speech signals. VQLBG makes erasing and re-addition of speech signals very easy and faster unlike
HMM or ANN which needs must training and is not easy to erase data, they are not as dynamic in
change of data during erasing process as the system must be configured to be able to erase speech

signals and also reprogram new speech signals countless number of times.



TS

(@ ™~e.. = [ R

Matched result verltication:

Recording. . .

Pecording stopped.

Press enter to listen the recordsd Speech-->
Press ¥ teo save or n to record again: ¥

MFCC cofficients computation and VQ codebook training in progress...

- -t

Comp leted.

For User #1 Dist :3.4735
For User #2 Dist :4.68668
For User #3 Dist :4.4148
For User #4 Dist :3.82Z2

3.4735
Matching speech:
File:Microphone
Locacion: Microphone

ADEWUMI MBASRS recognised Speaksr ID:1 Therefore, accsss granted
Opening Port....

Figure 4.3: Recognizing the required speech which is flush

3. Mel- Frequency Cepstral Coefficient (MFCC) Representation

MFCC mathematical equation is applied to the speaker speech to generate compressed data of the
speech signal with a wave form representation of the speech signal. The zero crossing of the speech
signal is done also with the wave form representation and the wave form of the speech signal is

done after applying MFCC algorithm.
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B Figure 3 =B8] =

MFCC CEPTRAL
20 . . . ; : . : ; .

15

10t

0 2 “ 6 8 10 12 14 16 18 20

Figure 4.4: MFCC representation of the speech sample.

3  Database Information

[t gives the information on the data (s) stored in the database, it is the section that holds the captured

speech sound.
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Command Window

Location: Microphons
File:Microphone
Sound ID:1
Location: Microphone
File:Microphone
Sound ID:Z
Location:Microphons
File:Microphone
Sound ID:3
Location:Microphons
File:Micraphons
Sound 1D:4

4  Delete Database

Database Information E=RIER )

m_ B |

Figure 4.5: A description of database information

—

e. Do you really want to remove the Database?

[(es | [ Mo | [ cancal |

Figure 4.6: Deleting database

It is the section through which speech sound captured can be deleted from the database.

47




5  Exit

I"c

n Thank You ‘:'___mfg??'d

_ It has been Great!_from ADENIYL.

Figure 4.7: Exiting the interface

This is the final section of the speech system database which is used to close all operation of the

data base.

4.3 Various Functions used in the Speech Recognition System
There are various metrics used in the achievement of the project in different phase. They are Voice
Recording function; MFCC function for feature extraction; and the VQLBG Vector quantization
using the Linde-Buzo-Gray algorithm for recognition phase. The code for the function has been
specified in the Appendix.

i. MFCC Function;
This function is used for accurate extraction of features of a given speech signal s’ having a
sampling frequency “fs’ and “c” which containsthetransformed signal and the function MATLAB
code is in the Appendix.

ii. VQLBG Vector Quantization using the Linde-Buzo-Gray Algorithm;
This function is used for recognition of features of a speech signal which relates to a stored feature
of speech signal in the speech database. It basically checks the distance between parameters of the
verifying speech signal features and matches it to a speech signal stored in the database based on
the Euclidean distance closeness. The brief MATLAB code is specified in the Appendix as " d"
contains training data vector (one per column), * k" is number of centroids required, “c¢" contains

the result VQ codebook (k columns, one for each centroids).
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4.4 IMPLEMENTATION AND RESULT EVALUATION OF THE SPEECH SYSTEM.
4.4.1 Software Execution and Result Discussion

1. Data acquisition and pre-processing stage
2. Feature extraction and data storage

3. Recognition using VQLBG algorithm

1. Data acquisition and pre-processing

This is the first section of the MATLAB program process, in which data is acquired by the use of
analogue microphone using some recommended propetties such as; Sound ID (to represent the
speech signal), Duration of recording, Sampling frequency (22050Hz recommended) and Number
of bits per sample (8bits recommended). Data acquisition is done under a conducive environment
such as a silent room to prevent acquisition of unwanted signals called noise that may have effect

on the speech system.
After data acquisition, the data is pre-processed by filters and converters which are embedded in
the system used. Noise filter which removes unwanted signals from actual signals needed and

ADC that converts the signal from analogue form received from microphone to digital process-

able signal by computer.

'\,Oﬂ‘l_[l_l)n‘!l.lk(fl"u‘,‘l'illdlf.*W = o % e
Hello Dear intending User !, your SOUND 1D 1s:1

you have just I seconds to speak to the microphone
Ingert the sampling frequency or press {enter-key) to use (22050Hz rescommendsd valus):
22050

Insert the nunber of bits per sample or press (enter-key) to use|Bbits recommended value):
8

Presa y then (enter-key) to record your speesch: v

gou have 7 seconds to gpeak to the microphone e S [ _M T
) Database result =R R

Press (enter-key) vhen you ready to record--»

Now, speak into wicrophone. ..
Pecording... sound 1l wav tor uset with sound 10 01 _is added to database

Pecording. ..
Pecording. ..
Pecording. ..
pecarding stopped.
Press (enter-key) to listen to your recorded Speech-->

Press y then (encer-key) to save your recorded spesch or n to record again:

Lok |

G i < . o=

Figure 4.8: Adding speech sample to the database.
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2. Feature extraction and Data storage

After the pre-processing and signal is now in computer process-able form (digital form), some
features of the vocal characteristics of the speech are extracted from the speech signal and the
speech in form of Sound ID is stored in the speech system database. The MFCC feature extraction
technique is used for the extraction of features as it has been seen to have high accuracy compared

to other techniques of feature extraction.

B Figure 1 =@ 2= |

-

1 T T T T T
08
06
04r

02t

4

x 10

Figure 4.9: Original speech waveform
Figure 4.2 above shows the addition of speech signal into the database, speech signal with
representation “Sound I1D: 1", sampling frequency of 22050Hz, 8bits per sample, and 2seconds
duration of recording. These value are taken constant for subsequent speech signals to be added to
the database. The speech used in controlling the system is flush, once the system recognized this

speech the flushing operation will be initiated by the hardware and water will be released for

flushing.
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Figure 4.10: Zero crossing speech waveform
The zero crossing was used to remove silence in the speech captured which compensate the work

of the MFCC algorithm in the speech processing.
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Figure 4.11: MFCC speech waveform
The figure 4.4 above shows the waveform of the speech signal after applying the MFCC algorithm.

3. Recognition using VQLBG algorithm
At this stage the controls for the flushing of the water closet is initialized as the system recognizes the
sound ID with flush. During the recognition stage of the speech system, speech signals entered into the
system are processed and compared to see if there is a match for the signal in the database of the
system. The processing of these signals include the use of MFCC for feature extraction and VQLBG

(vector quantization using LBG algorithm) for easy recognition of speech signals.
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Completed.

for User #1 Dist :0.16892 IMatchingresuIt2 ol _23

For User #2 Dist :0.23687

For User #3 Dist :0.23105

For User #4 Dist :0.1784
0.1889

e ADEWUMI MBASRS recognised Spaaker 101 Therefore, access granted

OK

Hatching speech:
File:Microphone
Location:Nicrophons
ADEYUMT MBASPS recognised Speaker ID:1 Therefore, access granted
Opening Port....

Complete

Figure 4.12: The result after recognizing the sound ID with the speech Sflush

53



Completed.

For User #1 Dist :0.24984 p :
For User #2 Dist :0.27563 B Matching resuit 2 EIEIEE)
For User #3 Dist :0.29918
For User #4 Dist :0.21531

0.2153 ADEWUMI MBASRS guest you are Speaker ID:4 Therefore, access denied

Hatching speech:

File:Microphone
Location:Microphone
ADEWUMI MBASES guest you are Speaker ID:4 Thersfore, access denied

L8 A

Figure 4.13: The result for not recognizing the sound ID with the speech flush

4.4.2 Parametric Value of the User Soeech Sgnal.

Table 4.1 The MFCC coefficient of speech sample [Flush] of two speakers in a noisy
environment
No of Trials Speech Sample: [FLUSH|
1 0.4125 6.1458 3.1142
2 0.3654 -1.2448 1.7147
3 -0.8390 2.3153 4.1758
SEEAKER.1 4 28356 4.6006 1.8996
5 -5.4210 0.1720 -0.6795
1 3.9819 6.6636 3.2317
2 -2.0607 2.4683 1.2470
SPEAKER 2 3 3.2699  3.0837 1.2162
4 3.5252 -1.9557 0.6381
5 -4.2162 -2.3676 1.1961

The table 4.1 above is the parametric value of the word flush used in controlling the system, the
speech was collected in an environment with a background noise effect from two different speakers
from the above vector features / co-efficient it depicts that the speech signal has been distorted by

noise.



Table 4.2 The MFCC coefficient of speech sample (Flush) of two speakers in a noiseless
environment

No of Trials Speech Sample: [FLUSH]

1 -3.1827 3.5463  -1.9316

2 53972 -0.4870  -2.2592

3 -5.5585 1.5663  -1.1051
SPEAKER 1 4 54482 48212 24374

5 -4.0506  -3.8500  -8.3575

1 32616 -2.1540 -2.1315

2 3.8374 -0.2546 -2.1356
SPEAKER 2 3 -3.0832  3.3290 -2.1789

4 2.6759 -3.3360 -4.3766

5 3.9052 -1.7874 2.5250

The table 4.2 above is the parametric (vector co-efficient) representation for the word flush used
in controlling the system., the speech was collected in a noiseless environment from two different
speakers taking the variation in the two environment and speaker gives us the ability to analyze
the speech signal and made it clear that there will be instability in the speech signal from the noisy

environment compare to noiseless environment with little or no noise distortion.

Table 4.3  Euclidean distance of speakers to speech sample

Speakers to be recognized using the individual Euclidean distance of
features extracted to the features of data stored in the speech system
database
User in Speech Sample: [ FLUSH |
Database Distance to Distance to Distance to Distance to
User-1 User-2 User-3 User-4
Speaker-1 0.16892 0.23687 0.23105 0.1784
Speaker-2 | 0.1571 0.19536 0.16174 0.15938
Speaker-3 | 0.19072 0.26319 0.22305 0.2138
Speaker-4 | 0.17816 0.25686 0.21152 0.20253
Speaker-5 | 0.19497 0.24652 0.19603 0.20217

The table 4.3 above is the Euclidian distance for the speech sample for flush in relation with other
speech sample in the database by calculating their Euclidian distance and matched it with the
speech with flush which has the lowest distance, the figure highlighted in the table 4.3 has the

Fuclidean distance closed to the word speech in the database compared to other speech sample in
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database, the speech was collected from three different speakers. The system respond to the

sch sample flush which has priority for the controlling of the hardware system.

le 4.4 Coefficients of Speech Sample using MFCC, LPC and PLP
ature Extraction Techniques Speech Sample: [FLUSH] ‘
MFCC -5.5163 -0.5720 4.4282 |
6.2154 -0.0546 0.1966

LPC
PLP -0.6153 -0.3913 -0.2641

le 4.4 above gives the vector coefficient of the speech signal (Flush) using Mel Frequency

stral Coefficients feature extraction technique, Linear Predictive Coding and Perceptual Linear

ictive Analysis.

EVALUATION CHART
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Figure 4.14: Evaluation chart for the Euclidian distance
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Figure 4.15: PCB layout of water closet control circuit

The PCB layout diagram of the water closet control circuit is shown above. A 5V DC is supplied
into the circuit by a Computer System through a Universal Serial Bus cable interfaced with a serial
port connector. The voltage in the circuit passed through 2200uF capacitor (a condenser
microphone), which work by removing the lumps/ripples present in the voltage. The connection
of pins between the different materials are listed below;

Pin 17 of the PIC16F628A is connected to the 2N2222A transistor which controls the DC motor
in the opening and closing of the submersible water pump for flushing. Pin 10-13 of PIC16F628A
is connected to pin 6-3 of the LCD connector which is equivalent to pin 11-14 on the LCD itself,
it is used to send command or data to the LCD. Pin 15 and 16 of PIC16F628A is connected to
4MHz crystal oscillator, which is also connected to two 22uF capacitors in parallel. Pin 4 of
PIC16F628A to 4.7kohms pull-up resistor. Pin 6 of the lower side of the LCD connector which is
equivalent to pin 3 on the LCD itself is connected to 10kohm resistor for contrast of the LCD. Pin
6-7 is used as RX pin which serve as USART receive pin or synchronous data I/O which allow
serial communication of the microcontroller in which an RS232 is interfaced with a Universal

Serial Bus module through which the control of the hardware operation was implemented.
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Pin 5 of the PIC 16F628A is connected to ground while Pin 4 of the PIC16F628A is connected to
5V in which Pin 14 can also be connected to 5V as power source. Pin 8 of PIC16F628A is
connected to Pin 5 of the lower part of the connector for LCD which is equivalent to Pin 4 of the
LCD itself which is the Register Select control pin which toggles the LCD between commands or
data register. Pin 9 of PIC16F628A is connected to Pin 3 of the lower part of the connector for
L.CD which is equivalent to Pin 6 of the LCD itself which is the enable control pin, it needs to be

held high to perform read or write operation by the LCD.

Figure 4.16: Internal arrangement of the prototype/model water closet circuit and

componenrs.
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Figure 4.17: 3D Visualization of water closet circuit (Top View)

Figure 4.18: 3D Visualization of water closet circuit (Side View)
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Figure 4.19: The prototype/model of the water closet controlled by speech recognition.
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CHAPTER FIVE
CONCLUSION AND RECOMMENDATIONS

51 CONCLUSION

The system developed whichis” speech recognition water closet system” is based on recognizing
a known speech which is flush from a given set of registered speech in the system database. This
project was accomplished using MATLAB software in creating the speech recognition system. In
the first step of developing the speech recognition model, speech data acquisition and pre-
processing was done, followed by the feature extraction using Mel Frequency Cepstral
Coefficients. Next on recognition phase, we went for feature mapping using the vector
Quantization using LBG algorithm. The results obtained using MFCC and VQ are appreciable.
The code books were generated using LBG algorithm which optimizes the quantization process.
Euclidean distance was measured and matched to the closest speech signal in the speech database.
Finally, the functionality of the project was implemented and tested using a model water closet
system built, which has PIC16F628A microcontroller that receives access signal from the speech
recognition system design on MATLAB and controls the 2N2222A transistor which controls the

flushing of the water closet system.

52 PROBLEMS ENCOUNTERED

Diverse problems were encountered during the project implementation. The problem include
coding the system, implementing the project, modelling the hardware part and getting the exact
components required for the system to work posed a great challenge . The major problem

encountered are as follows:

I. The processing of the speech signal and its representation was challenging at the onset of
the project execution.

2. There was problem in getting the exact component required in the implementation of the
hardware part which result to the use of an alternative provision.

3. The construction of the flushing aspect of the system takes a lot of time and energy in

which the parts was modelled several times just to suit the purpose of the project work.
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5.2

There was problem in representing the different speech samples in the speech system database
with characters like words such as exact names of the speaker. This problem was solved by

using numbers to represent each speech sample.

RECOMMENDATIONS

For future works or improvements related to this project, the following suggestions can be

applied,

L.

The whole project can be made standalone by implementing it on a very high speed
microcontroller or using a raspberry pie interfaced with some necessary component and
an object oriented programming language can be used in the coding like python or the like
of it which would cost more to achieve.

A system can be developed which the speech samples to be stored in the database will be
represented with an exact name instead of sample 1D.

The system can also include a voice output which states the operation of the system
alongside the LCD which makes the system better usable for visually disabled individuals.
The system can be improved on by making its control to be speaker dependent, this will

allow control over the use of the system.
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APPENDIX A
Program Code in MATLAB for speech recognition using MFCC

Speech Recognition

Project: Speech Recognition and Identification system BY

ADEWUMI ADENIYI B., SUPERVISED BY ENGR. N.S. OKOMBA . DEPARTM OF OME ER
ENGINEEERING, FEDERAL
%2 UNIVERSITY, OYE-EKITI, NIGERIA
Main Function Speech Recognition
function []=speechrecognitionmfcc ()
¢ For clear screen
aler
% min distance is a variable used to directly set the minimum distance for

% speech recognition.
min distance=10;

2 ul, u2, u3, u4, will be used for filenames related purposes reducing
code redundancy.

char 5:;

dlsp( yject: Microgontr ar B

3 en I)f

dlsp( SIS R - I T et ntrod Systan B - 7 s LY ;
disp (' ');

pause(O 5)

disp('LOADING ');

disp('> ADEWUMI MFCC SPEECH RECOG! 8vE i
pause (2) ;

chos=0;

possibility=6;

while chos~—p0331blllty,

chos—menu('* r Re %
micr ¥ A ,
R{T]L' "' ale r’| n)’
22 10.1 Add a new sound from microphone
if chos==
o Mol
if (exist(': Vo ! ")==2)
load("f ind database.dat’;' Y35
classe = sound_ number+l;
message strcat('Hs 1 nding User!, your
is: ,num25tr(classe))
disp (message);
message=('The following parameters b he used i f : i R

disp (message)
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message=strcat ('
frequency',num2str (samplingfrequency));
disp (message);

message=strcat ('Bils oor sam =' num2str(samplingbits));

disp (message);
duration=2; %recording time in Zseconds

option = 'n';

option rec = 'n';

option rec = input('Fress t T8 G
if option_ rec=='“'

while optlon n',
disp(' /
input (' S €
mlcrecorder =

audlorecorder(sampllngfrequency,sampllngblts 1)

disp(' speak int phone...");
pause(O 5),

record (micrecorder, duration) ;

have ; seconds T STIEa K

while (isrecording(micrecorder)==1)

disp('Recording..."');
pause (0.5)

end

disp(' rding stopped.');

vl = getaudlodata(mlcrecorder);

y = getaudlodata(mlcrecorder, 'uint8');

input ( 'Pres ente : : SCOY

Sound(yl 22050)

pause (2) ;

option = input ('

end

if sizel(y,2)=
y=Y(:r1)F

end

y = double(y);

sound number = classe;

data{sound number,l} = y; tpush user sample data into
r sound ID

data{sound number,2} = classe; push us
data{sound number,3} = 'Microphon 's Scoml
%signal into stack

and

(R ¥ 1 A1

data{sound number,4} = i Crof ne';

st=strcat('u',num2str (sound : number)) .concatenate

wavwrlte(yl sampllngfrequency,sampllngblts st)

save( ut ta'’, p
des=strcat{ 'sound :
‘,numZStr(classe),' is added t
msgbox (des, 'T Yl 'Y
disp (' Sound ") ;
end
%% Speech Recognition from microphone
if chos==
clc;
if (exist('sound B T VY ==2)
load (' g T ")




Fs = samplingfrequency;
duration=2;

option = Y
option rec = vt g
option_rec = input("v-':':' Lamtnre SDeeTh: vote' )i
if option_ rec=="""
while option== 'n',
disp{'you nave s ")
input ('° 5 nter wl 23 ¢ - )i
crecorder = audlorecorder(samplingfrequency,samplingbits,l);
disp('! speak 1N microphone. .. )i
pause(O 2)
record(mlcrecorder,duration);
while (lsrecordlng(micrecorder);=1)
displ' rdin )i
pause (0. 5);
end
disp (' 'Recording stopped. ' )7
yl = qetaudlodata(micrecorder);
y = getaudlodata(micrecorder, ' e Y
input ('Fres: enter f {sten the recC ied Spee LT
sound (¥1l, 22050) 7
pause(Z)
option = input ('Press ¥ { save O o LECnY ain: 'yt e
end
wavwrite(yl,samplingfrequency,samplingbits,"‘);
SHE sizel(y,2)==2
y=y (:,1)7
end
y = double (y)
g s code for SPE€ gnit -
disp(' )i
Humber of centroids required
k =16;
for 1i=1:sound_number
% Compute MFCC cofficients for each sound present 1n atabast
v = cc(data{Ll,l} ,Fs)i

1ra1n vQ codebook
code(ii} = voodeBook( k)i

disp(‘...'),
end
disp (' Comp LY s
Conmpute MTCL rueit cients for input sound

v = mfcc(y,Fs)i
Current distance anc sound D tnitLaleatLﬁm

distmin = Inf;
k1 = 0;
for ii=1l: sound | number
e = distance (v, code{iil}); scode{iil is output of yGLER code book and Vv

mEeE coefficient
dist = sum(mln(d i) ) / 51ze(d 1¥3
message=strcat(" r User numZStr(ll), ] ; numZStr(dist));
dlsp(message),

if dist < distmin
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distmin = dist;
¥l = adiy
end
end

if distmin < min_distance

disp(distmin);
mingindex = %1

disp('i:“'i;"
message=strcat(‘
disp(message);
message:strcat(’
disp(message};
message = strcat ('~
disp(message);
msgbox(message,‘

b speech_id=:l

‘,num2str(speech_id),‘ g Recognised &
disp(message);

magbox (message:

disp(‘ﬁperiL; ST, e )
serPIC = seria (rcoM8');
set(SerPIC,‘BaudRate',2400);
set(SerPIC,'DataBits‘,B);
set(SerPIC,‘Parity','none');
set(SerPIC,'StopBits‘,l);
set(SerPIC,'FlowControl','none‘);
fopen(SerPIC);
fprintf(SerPIC,‘%s‘,

fclose(SerPIC);

delete(SeIPIC)
clear SerPIC

‘E‘);pause(O.Z)

ch3=0;
while ch3~=3
ch3=menu (

.1 'Recodn ~kr', 'R

if ch3==1
st=strcat

= data{min#index,Z};

h:') 4

.:‘,data{min(index,

::‘,data{mingindex,Q});

")i

message = strcat (' “r77

('.‘,numZStr(

‘,numZStr(speechﬁid),'

")

[s fs nb]=wavread(st);

piaudioplayer

play(p) i
end

if ch3==2

(s fs nb]=wavrea

p=audioplayer

play (p) i
end
end
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elseif speechgid=:2

message = strcat ('
‘,nusttr(speech‘id),' necognised arn . FT
disp(message);
msgbox(message," 1, thelet)
ch3=0;
while ch3~=3
ch3=menu ( 'Matched e verificatien:t',’ o

spkr‘,'aﬂ.:');

if ch3==1
st=strcat(’ ‘,numZStr(speechJid));
(s fs nb]=wavread(st);
p=audioplayer(s,fs,nb);
play (p)i

end

if ch3==2
s fs nb1=wavread(' Vi
p=audioplayer(s,fs,nb);

play(p)i
end
end
elseif speechrid==3
message = strcat (' :
“,nusttr(speech_}d),’ « Recognise T ; {95
disp{message);
msgbox(message," : . "y
ch3=0;
while ch3~=3
ch3:menu(’ﬁﬁ-=ﬁéd result varification:', nize Vg
spkt',‘hxi:
if ch3==
stistrcat("‘,numEStr(speech_id));
[s s nb]ﬁwavread(st);
p=audioplayer(s,fs,nb);
play(p)i
end
if ch3==2
[s £s nb]jwavread("‘);
p=audioplayer(s,fs,nb);
play(p)i
end
end
elseif speech(id=:4
message = strecat (' G
‘,nusttr(speech_id),‘_ s Recognised an vuthenticated' ) s
disp(message);
msgbox(message," i = K ey 2
ch3=0;
while ch3~=3
ch3=menu( '™
veiLfic51f"m:‘,'?g'::ﬁ, =0l fyi_‘,‘:uf“::-. spke', 'E -

72



if ch3==1
st=strcat (' ’,num2str(speech#id));

[s fs nb]=wavread(st);
pzaudioplayer(s,fs,nb);
play(p)i

end

if ch3==2
[s £s nb]=wavred ()
pzaudioplayer(s,fs,nb);
play(p)i
end
end
elseif speech_id==5
message = streat (' Sps
disp(message);
msgbox(message,‘”""‘ f sult 2, "

',numZStr(speechfid),ﬂ

ch3=0;
while ch3~=3
ch3=menu ( 'Matonss

n:, 'Recognized SPRL s RS 1675 SRl -

if ch3==1
st=strcat (' ‘,nusttr(speech_id));

s fs nb]:wavread(st);
p=audioplayer(s,fs,nb);
play (p)i

end

if ch3==2
[s fs nbl=wavrea (‘v'):
p:audioplayer(s,fs,nb);
play(p}i
end
end
elseif speech’id=:6
messadge = strecat ('Speas Tk
‘ memeanised and Authentic ted ") i

disp(message);

',num2str(speechgid),'_

msgbox (message, | resu b )i
ch3=0;
while ch3~=3
ch3=menu{ '¥="
Verifi&ﬂﬁﬁﬁ?:',';ESQSLLiiﬁ gpkr', 'Recoras ok ', "Exit')s
if ch3==1

st=strcat(‘.‘,numZStr(speech_id));

[s fs nb]zwavread(st);
p=audioplayer(s,fs,nb);
play (p);

end
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if ch3==2
[s fs nb]=wavread(' g
p=audioplayer(s,fs,nb);

play(p)i
end
end
else
warndlg ( 'Wrong User . Mo matching Resu st
)
end
else
warndlg ('Datana ;!
Warning '}
end
else
warndlg{'Database 15 empty. s’ W3 aing ')
end
end
2% 10.3 MFCC Representation
if chos==3
if (exist('sc d *"aﬂl-~.:ﬁ","-“-'):=2)

_ 1 '

load({'sc £y

. 15€ . P -«. T §4=!

st=strcat(‘",numzstr(sound_number));
[signal fs nb]=wavread(st);
[versig fs nb]=wavread(‘ “Yius

silencesig=silenceremoval_endpoindet(fs,signal);
mfccsig:mfcc(signal,fs);

figure
plot(signal);
title('Original S ‘Y
figure
plot(silencesig);
titlel'zerocrossing Yol 1y
figure
plot(mfccsig);
title (' MFCC CEPTRAL')
else
warndlg (D¢ se Pt ot g ")
end
end
23 10.4 Database Info
el
if chos==4
iE (exist('&t'"ﬁ Jaia';ﬁa.:ﬂ*’,‘ 1e)y==2)
load ('scund datab se.dalt Ty el )
message=strcat(‘ia_ﬁ
#‘,num2str(sound_number),‘f raEyy ¢

disp(message);
disp(' ")7
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for ii=1:sound number
message=strcat(‘. t n:',data(ii,31})
disp(message);
message=strcat ('”® ', dataf{ii,4});
disp (message) ;
messageﬁstrcat(' : 1’,num25tr(data[ii,2]));
disp (message) ;
disp('-")7
end

ch32=0;
while ch32 ~=2

ch32=menu ('Databas i na n','Datahase'; 'Exit’};

if ch32==1

st= strcat(

#‘,num2str(sound_number),'w"“'» wter a database numper R
prompt = {st},
dlg title = 'Databas: Iinformation';
num_lines = 1;
def = {'1'};
options.Resize=' n Y7
options. WindowStyle="'"""1 Uiy
options. Interpreter=' 2t
an = inputdlg(prompt, dlg tltle,num_lines,def);
an=cell2mat (an);
a=str2double (an) ;

if (isempty{an))

else
if (a <= sound_number)
st:strcat(‘<‘,num25tr(an));
[s fs nb]=wavread(st);
p=audioplayer(s,fs,nb);
play(p)i
else
warndlg (' Tnvalic ¥ } ', "Warr 0
end
end
end
end
else
warndlg (' g T L}
end

end
%2 10.4 Delete database
if chos==

el
close 4..;
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if (exist('sound database.d £, 1y==2)
putton = questdlg(’’ e g
Database?');
if strcmp(button,'”v")
load('sound dat base.dat " "Nz
for ii=1:sound number
st=strcat(‘z',num2str(ii),' 1,
delete (st);
end
i (exist(':.mn",‘f ==
delete('v.wav');
end
delete ('sound yge.dat ') ;
msgbox (' s Sur sful
current directory. ', 'Database remc p')s
end
else
warndlg ('Database 1S mpty. ', )
end
end
end
msgbox('. Lt has bee 2 o U );
CODE FOR MFCC
function ¢ = mfcc(s, £s)
s MFCC Calculate the mel freguencey cepstrum coefficients (MFCC) of & signal

% Inputs:

the MFCC's for one spe

for getting the numpber

% s : speech signal

% fs sample rate in Hz

%

% Outputs:

% c MFCC output, each celumn contains
frame

N = 256; frame size

M = 100; %2 inter frame distance
len = length{s);

numberOfFrames = 1 + floor((len - N) /double (M) )¢

a2 frame in the signal

mat = zeros (N, numberOfFrames) ; vector of frame

for i=1:numberOfFrames using loop

frame in the sample

index = 100* (i-1) + 1; ¥ it saves the frame
for j=1:N

mat {j,1i) = s (index) ;

index = index + 1;
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APPENDIX B
PROGRAM CODE FOR PIC16F628A MICROCONTROLLER
include "modedefs.bas"
DEFINE OSC 4
valor var byte
trisb =%600000001
trisa =%00000000
DEFINE LCD DREG PORTB
DEFINE LCD_BITS 4
DEFINE LCD DBIT 4
DEFINE LCD_RSREG PORTB
DEFINE LCD_RSBIT 2
DEFINE LCD EREG PORTB
DEFINE LCD_EBIT 3
DEFINE LCD_LINES 2
CMCON = 10
LCDOUT $FE.$80," SPEECH .
LCDOUT $FE.$CO." RECOGNITION "
pause 4000

high portb. 1
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LCDOUT $FE,$80," WATER CLOSET "
LCDOUT $FE.$C0," CONTROL "
pause 4000

low portb.1

DL:

LCDOUT $FE.$80." SYSTEM "
LCDOUT $FE,$C0," READY "
pause 3000

inicio:

serin portb.0,T2400,valor

if valor == "E" then high porta.0:gosub mss 'E->Encendido
if valor == "A" then low porta.0 'A->Apagado
goto inicio

mss:

LCDOUT $FE,$80," FLUSHING "
LCDOUT $FE.$C0," TOILET "
pause 10000

LCDOUT $FE,$80," DONE "
LCDOUT $FE,$C0," !

low porta.0

PAUSE 1000

GOTO DI

END
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APPENDIX C: BILL OF ENGINEERING MEASUREMENT AND EVALUATION.

S/N

1

10

11

12

13

14

15

16

17

18

19

COMPONENT
DESCRIPTION
IC, Transistor(2N2222A),
5V
IC, PIC16F268A

Submersible water pump DC

Capacitor, 22uF
Capacitor, 2200uF
Resistor, 22K Q
Resistor, 1K Q
LCD( 16X2)
Resistor, 4.7K Q
Resistor, 10K Q
AMHz Crystal Oscillator
RS232 Com Cable
Casing
Water Closet Model
Fiber Clad Board
Soldering Lead

Connector/Jumper wire

Male and Female USB Cord

USB Module

QUANTITY

1

TOTAL (N)

[T

[ 1
i

80

UNIT
COST(R)

200
1,200
1,000

50
150
50
50
900
50
50

400
1,500
3,000
2,000

1000

100

50

400

450

ST AC IR MRS e . vanl

Neve REITY LiBRARY

FEDERAL UNIVERSITY
OYF - EXIT!

{FUDIYE)

TOTAL
COST(X)
200
1,200
1,000
100
150
50
50
900
50
50
400
1,500
3,000
2,000
1000
400
400
400
450

13,300.00 K



