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ABSTRACT

Yorubd language is gradually going into extinction because most speakers don’t know how
fo write it despite that it is being taught in Primary and Secondary schools in Nigeria. This
theretore call for the need of modern day processing tools such as machine translators for
the language to catch up with the technological growth the world is experiencing. In the face
of rapid globalization, the significance of Machine translation cannot be overemphasized
because it can translate the content quickly and provides quality cutput, thus saving human
the stress and time of poring on translating books or looking for human translator. Hence,
this research deveioped an Adjectival phrase-based (ADIP) system for English to Yoriuba

Machine Translation,

The data for the developed Adjectival phrase-based (ADJP) system was extracted from
locally spoken werds and stored in a database. The phrases were broken down into their part
of speech (POS) and the database was designed by categorizing all the parts of speech into
their different grammatical functions. The corpus was trained to understand the grammatical
rules of translation while NLTK parser was used to parse the corpus and test all the rules
used as it affects each sentence. Python programming language is the core programming

language used in developing the system,

The developed ADJP system was evaluated using human judgement by administering
questionnaires to ten respondents. Expert’s translated phrases were compared to that gotten
from the developed system and the respondents’ using the mean opinion score (MOS)
technique based on word orthography. Results show that the expert’s score was [00 percent
while that of the respondents was 76,3 percent and the developed machine translator value

was 95.5 percent,

The developed system’s correctness is close to that of the Expert, and more aceurate than
that of the respondents giving accurate translations with appropriate tone~marks and under-

dots.
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CHATPTER ONE
INTRODUCTION
1.1 BACKGROUND STUDY

Language is the medium of communication, Human language is used in communicating
ideas, emotions, feelings, desires, to co-operate among social groups and exhibit habits
which can be translated along a variety of channels, Translation is the transfer of the
meaning of a text from one language to another. It is a means of sharing information
across languages and therefore essential for addressing information inequalities. The
work of translation was originally carried out by human translators but its limitations such
as high cost, lower speed of translation and insecurity of confidential information led to

the development of machine translators (Oladesu, et al., 2016).

Machine Translation (MT) can be defined as a subfield of computational linguistics that
investigates the use of computer software to translate text or speech from one natural
language to another (Arnold, Balkan, Meijer, Humphreys, & Sadlery, 1994), The history
of machine translation can be traced back to the pioneers and early systems of the 1950s
and 1960s, the impact of the ALPAC report in the mid-1960s, the revival in the 1970s,
the appearance of commercial and operational systems in the 1980s, research during the
1980s, new develepments in research in the 1990s, and the growing use of systems in the

past decade (Hutchins, 1994).

Machine Translation (MT) deals mainly with the transformation from one natural
language to another language. Natural Language Interface provides the user freedom to
interact with the computer in a natural language like English, Yoruba, Twi, and Hausa or

any other language used for day to day communication. (Sangectha, Jothilakshmi, &




Kumar, 2014), 1t is an important part of Natural Language Processing in artificial
Intelligence which accepts characters of source language and map to the characters of the
target language to generate the words with the help of various rules and other learning
process techniques (Pankaj & Er.Vinod, 2013). This research designed an adjectival
phrase-based system for English to Yorlb4 machine translation, The adjectival phrase
was chosen because it provides important information about location, description of

people and things, positions, relationships, time and ideas.

1.2 PROBLEM STATEMENT

Yoruba language is endangered because Yorub4 culture is gradually going into extinction.
The total dominance of English language over Yoruba language in almost a!l human
endeavour is also a major challenge. This call for the need of modern day processing tools
for the language to catch up with the technelogical growth the world is experiencing

thereby increasing the audience and peoples’ interest in the language.

Also, there are limitations associated with human translators which include; high cost,
lower speed and insecurity of confidential information (Oladosu, er al., 2016). Hence, a
phrase-based English to Yeruba machine translator would be developed in this research
in order to overcome the shortcomings of the human translator thereby increasing

peoples’ interest in the language.
1.3 AIM AND OBJECTIVES

The aim of this project is to develop an adjectival phrase-based English to Yoruba

machine translation system,

The objectives of the project are;




1.4

to design an adjectival phrase-based machine translator for English to Yoriba

to implement the system based on the grammar of the two languages using python

programming language with PyQt3 (GUI module)

to evaluate the developed system using human judgment (mean opinion score).

SCOPE OF STUDY

This project focused on translation of English adjectival phrases to Yoruba and the data

for the work was obtained from locally spoken words. The performance of the system

was evaluated using mean point score based on word orthography.

1.5

RESEARCH METHODOLOGY

The Project methodology include:

Database creation: the data for this work was extracted from locally spoken words
and stored in a database. The phrases were broken down into their part of speech
(POS) and the database was designed by categorizing all the parts of speech into
their different grammatical functions.

Training the corpus: the corpus was trained to understand the grammatical rules
of translation,

Designing a parser: NLTK parser was used to parse the corpus and test all the
rules used as it affects cach sentence.

Python programming: This is the core programming language used in developing
the system,

Mean point score (human judgement) was used in evaluating the system,




1.6 SIGNIFICANCE OF THE STUDY

In the face of rapid globalization, the significance of Machine translation cannot be
overemphasized, This is because machine can translate from English to Yoriiba quickly
and provides quality outputs, thus saving human the stress and time of poring on
translating books or looking for human translator. Also, the system is comparatively
cheap and it guarantees confidentiality of information. The system can be accessed

anywhere.

Furthermore, MT finds its application in information retrieval and extraction. Information
retrieved can be in form of text, images, spoken documents and broadcast stories while
many commercial and government-funded international and national organizations
scrutinize foreign-language documents for information relevant to their activities from

commercial and economic to surveillance, intelligence and espionage.



CHAPTER TWO

LITERATURE REVIEW
2.1 HISTORY OF MACHINE TRANSLATION

The theory of MT pre-dates computers, with philosophers *Leibniz and Descartes” ideas
of using code to relate words between languages in the seventeenth century (Hutchins,
1993). The early 1930s saw the first patents for *translating machines’. Georges Artsrouni
was issued a patent in France in July 1933. He developed a device, which he called a
cervequinécanigue (mechanical brain) that could translate between languages using four
components: memery, a keyboard for input, a search method, and an output mechanism.
The search method was basically a dictionary [ook-up in the memory; therefore, Hutchins
is reluctant to call it a translation system. The proposal Russian Petr Petrovich Troyanskii
patented in September 1933 bears a resemblance to the Apertium system, using a
bilingual dictionary and a three-staged process, i.e. first a native speaking human editor
of the SL (SL} pre-processed the text, then the machine performed the translation, and
finally a native-speaking human editor of the TL post-edited the text ((Hutchins J, 1993);

(Hutchins & Lovtskii, 2000)).

After the birth of computers Electrical Numerical Integrator and Calculator (ENIAC) in
1947, research began on using computers as aids for translating natural languages
(Hutchins T, 2005). In 1949, Weaver wrote a memorandum, putting forward various
proposals (based on the wartime successes in code breaking) on the developments in
information theory and speculation about universal principles underlying natural
languages. In the decade of optimism, from 1954-1966, researchers encountered many
predictions of imminent *breakthroughs’. In 1966, the Automated Language Processing
Advisory Committee (ALPAC) report was submitted, which said that, for *semantic

5



barriers’, there are no straightforward solutions. The ALPAC report committee could not
find any "pressing need for MT™ nor "an unfulfilled need for translation (ALPAC, 1966),
This report brought MT research to its knees, suspending virtually all research in the
United States of America (USA) while some research continued in Canada, France, and
Germany (Hutchins J. , 2005). At this time the focuses of MT began to shift somewhat
from pure research to practical application using a hybrid approach. Moving towards the
change of the millennium, MT became more readily available to individuals via online

services and software for their personal computers {Anthony, 2013).

2.2 APPROACHES TO MACHINE TRANSLATION

A machine translation (MT) system first analyses the source language input and creates
an internal representation. This representation is manipulated and transferred to a form
suitable for the target language. Then at last output is generated in the target language.
MT systems can be classified according to their core methodelogy. Under this
classification, two main paradigms can be found: the rule-based approach and the corpus-
based approach. In the rule-based approach, human experts specify a set of rules to
describe the translation process, so that an enormous amount of input from human experts
is required. On the other hand, under the corpus-based approach the knowledge is
automatically extracted by analyzing translation examples from a parallel corpus built by
human experts. Combining the features of the two major classifications of MT systems

gave birth to the Hybrid Machine Translation Approach. (Okpor, 2014}

MT is classified into seven broad categories: rule-based, stafistical-based, hybrid-based,
example-based, knowledge-based, principle-based, and online interactive based methods,
The first three MT approaches are the most widely used and earliest methods. At present,
most of the MT related research is based on statistical and example-based approaches

6



2.2.1 Rule-Based Approach

In the field of MT, the rule-based approach is the first strategy that was developed. A
Rule-Based Machine Translation {RBMT) system consists of collection of rules, called
grammar rules, a bilingual or multilingual lexicon, and software programs to process the
rules. Nevertheless, building RBMT systems entails a huge human effort to code all of
the linguistic resources, such as source side part-of-speech taggers and syntactic parsers,
bilingual dictionarics, source to target transliteration, TL morphological generator,
structural transfer, and reordering rules. Nevertheless, a RBMT system always is
extensible and maintainable. Rules play a major role in various stages of translation, such
as éyntaotic processing, semantic interpretation, and contextual processing of language.
Generally, rules are written with linguistic knowledge gathered from linguists. Transfer-
based MT, Interlingua MT, and dictionary-based MT are the three different approaches
that come under the RBMT category, There are preblems associated with the RBMT
approach which include: Insufficient amount of really good dictionaries i.e. Building new
dictionaries is expensive, some linguistic information still needs to be set manually and
it is hard to deal with rule interactions in big systems, ambiguity, and idiomatic

expressions (Okpor, 2014),
2.2.1.1 Direct Translation

In the direct translation method, the SL text is analyzed structurally up to the
morphological level and is designed for a specific source and target language pair (Noone,
2003) (Dasgupta & Basu, 2008). The performance of a direct M'T system depends on the
quality and quantity of the source-target language dictionaries, morphological analysis,
text processing software, and word-by-word translation with minor grammatical

adjustments on word order and morphelogy. Challenges of a DMT System include are



that it can be characterized as word-for-word translation with some lacal word-order
adjustment. Also, the linguistic and computational naivety of the approach is an issue,
From a linguistic point of view, what is missing is any analysis of the internal structure
of the source text, particularly the grammatical relationships between the principal parts

of the sentences.
2.2,1.2 Interlingua Based Translation

The next stage of progress in the development of MT systems is the [nterlingua approach,
where translation is performed by first representing the SL text into an infermediary
(semantic) form called Interlingua. The advantage of this approach is that Interlingua is a
language independent representation from which translations can be generated to
different TLs, Thus, the translation consists of two stages, where the SL is first converted
in to the Interlingua (IL) form before translation from the IL to the TL. The main
advantage of this Interlingua approach is that the analyzer of the parser for the SL is
independent of the generator for the TL. There are two main drawbacks in the Interlingua
approach. The first disadvantage is difficulty in defining the Interlingua. The second
disadvantage is Interlingua does not take the advantage of similarities between languages,
such as ftranslation between Dravidian languages. Nevertheless the advantage of
Interlingua is it is economical in situations where translation among multiple languages

is invelved. (Anthony, 2013)

There are the difficulties in defining an Interlingua, even for closely related languages
(c.g. the Romance languages: French, ltalian, Spanish, Portuguese). A truly universal and
language-independent Interlingua has defied the best efforts of linguists over the years,

Also, it is difficult to extract meaning from texts in the original languages to create the



intermediate representation and semantic differentiation is target-language specific and
making such distinctions is comparabie to lexical transfer not all distinctions needed for

translation
2.2,1.3 Transfer Based Translation

Because of the disadvantage of the Interlingua approach, a better rule-based translation
approach was discovered, called the transfer approach. Recently, many research groups
have been using this third approach for their MT system, both abroad and in India. On the
basis of the structural differences between the source and target language, a transfer
system can be broken down into three different stages: i) Anglysis, ii) Transfer and iii)
Generation. In the first stage, the SL parser is used to produce the syntactic representation
of a SL sentence. In the next stage, the result of the first stage is converted into equivaient
TL-oriented representations, In the final step of this translation approach, a TL
morphological analyzer is used to generate the final TL texts (Anthony, 2013).

One of'the problems with transfer Based Machine translation approach is that rules must
be applied at every step of translation. There are rules for source language analysis
(syntactic/semantic), rules for source-to-target transfer and rules for target language

generation.
2.2.2  Statistical-Based Approach

The statistical approach comes under Empirical Machine Translation (EMT) systems,
which rely on large parallel aligned corpora. Statistical machine translation is a data-
oriented statistical framework for translating text from one natural language to another
based on the knowledge and statistical models extracted from bilingual corpora. 1n

statistical-based MT, bilingual or multilingual textual corpora of the source and target



language or languages are required. A supervised or unsupervised statistical machine
learning algorithm is used to build statistical tables from the corpora, and this process is
called the learning or training (Zhang, 2006). The statistical tables consist of statistical
information, such as the characteristics of well-formed sentences, and the correlation
between the languages. During translation, the collected statistical information is used to
find the best translation for the input sentences, and this translation step is called the
decoding process. The idea behind SMT comes from information theory. A document is
translated according to the probability distribution function indicated by p(e\f), which
is the Probability of translating a sentence fin the SL F (for example, English) to a
sentence e in the TL. The problem of medeling the probability distribution p(e\f)has
been approached in a number of ways. One intuitive approach is to apply Bayes theorem.
That is, if p(f\e)and p(e)indicate translation model and language model, respectively,
then the probability distributionp(e\f)w if p(f\e)p(e). The translation model if
p(f\e) is the probability that the source sentence is the translation of the target sentence
or the way sentences in £ get converted to sentences in F. The language model if p(e) is
the probability of seeing that TL string or the kind of sentences that are likely in the
language £. This decomposition is attractive as it splits the problem info two sub
problems. Finding the best translation is dene by picking the one that gives the highest

probability, as shown in Equation 2.1,

g = arg max ple\f) ~ argmaxp(fie)p(e) 2.1
ete” eEe*

There are three different statistical approaches in MT, Word-based Translation, Phrase-

based Transiation, and Hierarchical phrase based model,
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2.2.2.1 Word Based Translation

As the name suggests, the words in an input sentence are translated word by word
individually, and these words finally are arranged in a specific way to get the target
sentence. The alignment between the words in the input and output sentences normally
follows certain patterns in word based translation. This approach is the very first attempt
in the statistical-based MT svstem that is comparative]y simple and efficient. The main
disadvantage of this system is the oversimplified word by word translation of sentences,

which may reduce the performance of the translation system (Anthony, 2013).
2.2.2.2 Phrase Based Translation

According to Anthony (2013) a more accurate SMT approach, called phrase-based
transiation, was introduced, where each source and target sentence is divided into separate
phrases instead of words before translation. The alignment between the phrases in the
in}_:;ut and output sentences normally fellows certain patterns, which is very similar to
word based translation. Even though the phrase based medels result in better performance
than the word based translation, they did not impreve the model of sentence order
patterns. The alignment model is based on flat reordering patterns, and experiments show
that this reordering technique may perform well with local phrase orders but not as well

with long sentences and complex orders (Anthony, 2013).
2.2.2.3 Hierarchical Phrase Based Model

By considering the drawback of word-based translation and phrase-based translation,
(Chiang, 2005) developed a more sophisticated SMT approach, called the hierarchical

phrase based model. The advantage of this approach is that hierarchical phrases have

11



recursive structures instead of simple phrases. This higher level of abstraction approach

further improved the accuracy of the SMT system.
2.2,3 Hybrid-Based Translation

By taking the advantage of both statistical and rule-based translation methodologies, a
new approach was developed, called hybrid-based approach, which has proven to have
beﬁer efficiency in the arca of MT systems. At present, several governmental and private
based MT sectors use this ybrid-based approach to develop translation from source to
target language, which is based on both rules and statistics. The hybrid approach can be
used in a number of different ways. In some cases, translations are performed in the first
stage using a rule-based approach followed by adjusting or correcting the output using
statistical information. In the other way, rules are used to pre-process the input data as
well as post-process the statistical output of a statistical-based translation system. This
technique is better than the previous and has more power, flexibility, and control in

translation,

Hybrid approaches integrating more than one MT paradigm are receiving increasing
attention. The METIS-IT MT system is an example of hybridization around the EBMT
ﬁ"a.mework; it avoids the usnal need for paraliel corpora by using a bilingual dictionary
{similar to that found in most RBMT systems) and a monolingual eorpus in the TL (Dirix,
Schuurman, & Vandeghinste, 20035). An example of hybridization around the rule-based
paradigm is given by Oepen, 2007). It integrates statistical methods within an RBMT
system to choose the best translation from a setoff competing hypotheses (translations)

generated using rule-based methods {Oepen, et al., 2007)
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In SMT, Koehn and Hoang integrate additional annotations at the word-level into the
translation models in order to better learn some aspects of the translation that are best
explained on a morphological, syntactic, or semantic level (Koehn & Hoang, 2007).
Hybridization around the statistical approach to MT is provided by Groves and Way; they
combine both corpus-based methods into a single MT system by incorporating phrases
from both EBMT and SMT into an SMT system (Groves & A, 2005). A different
hybridizatipn happens when an RBMT system and an SMT system are used in a cascade;
Siﬁmrd proposed an approach, analogous to that by Dugaster ol.,(2007) using an SMT
system as an automatic post-editor of the translations produced by an RBMT system

(Simard ef al., 2007); (Dugast, Senellart, & Koehn, 2007)
2.2.4 Example-Based Translation

The example-based translation approach is based on analogical reasoning between two
translation examples, proposed by Makoto Nagao in 1984, At run time, an example-based
translation is characterized by its use of & bilingual corpus as its main knowledge base.
The example-based approach comes under the EMT system, which relies on large paralle]
aligned corpora. Example-based translation is essentially translation by analogy. An
EBMT system is given a set of sentences in the SL (from which one is translating) and
their corresponding translations in the TL, and uses those examples to translate other,
similar source-language sentences into the TL. The basic premise is that, if a previously
translated sentence occurs again, the same translation is likely to be correct again, EBMT
systems are atfractive in that they require a minimum of prior knowledge; therefore, they
are quickly adaptable to many language pairs. A restricted form of example-based
translation is available commercially, known as translation memory. In a translation

memory, as the user translates text, the translations are added to a database, and when the

13



same sentence occurs again, the previous translation is inserted into the translated
document. This saves the user the effort of re-translating that sentence, and is particularly
effective when translating a new revision of previously-translated document {Anthony,

2013).

22,5 Knowledge-Based MT

Knowledge-Based Machine Translation (KBMT) is characterized by a heavy emphasis
on functionally complete understanding of the source text prior to the translation into the
target text, KBMT does not require total understanding, but assumes that an interpretation
engine can achieve successful translation into several languages, KBMT is implemented
on the Interlingua architecture; it differs from other Interlingua techniques by the depth
with which it analyzes the SL and its reliance on explicit knowledge of the world. KBMT
must be supperted by world knowledge and by linguistic semantic knowledge about
meanings of words and their combinations. Thus, a specific language is needed to
represent the meaning of languages. Once the SL is analyzed, it will run through the
augmenter. it is the knowledgebase that converts the source representation into an
appropriate target representation before synthesizing ito the target sentence. KBMT
systems provide high quality translations. Nevertheless, they are quite expensive to
produce due to the large amount of knowledge needed to accurately represent sentences

indilferent languages,

2.2.6 Principle-Based MT

Principle-Based Machine Translation (PBMT) Systems employ parsing methods based
on the Principies & Parameters Theory of Chomsky‘s Generative Grammar, The parser

generates a detailed syntactic structure that contains lexical, phrasal, grammatical, and
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thematic information, Tt also focuses on robustness, language-neutral representations, and
deep linguistic analyses, In the PBMT, the grammar is thought of as a set of language-
independent, interactive well-formed principles and a set of language-dependent
parameters. Thus, for a system that uses n languages, one must have n parameter modules

and a principles module. Thus, it is well-suited for use with the Interlingua architecture.

PBMT parsing methods differ from the rule-based approaches. Although efficient in
many circumstances, they have the drawback of language-dependence and increase
exponentially in rules if one is using a multilingual translation system. Another drawback
of current PBMT systems is the lack of the most efficient method for applying the

different principles. UNITRAN is one of the examples of PBMT.
2.2.7 Syntax Based Model

Syntax is the hierarchical structure of a natural language sentence. Depending on the type
of input, syntax-based models can be divided into two broad categories: the string-based

systems and tree-based systems.
2.2.7.1 String-Based Systems

Stfing-based systems are MT systems whose input is a string to be simultaneously parsed
and translated by a synchronous grammar (Galley et al., 2006). In a synchronous CFG
the elementary structures are rewrite rules with aligned pairs of right-hand sides as in

equation (2.2)

X =y, a,~) (2.2)
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Where X is a non-terminal, y and ¢ are both strings of terminals and non-terminals, and, ~
is a one-to-one correspondence between non-terminal occurrences on the source and

target side.
2.2.7.2 Tree-Based Systems

Tree-based systems perform translation in two separate steps: parsing and decoding. A
parser first parses the source {anguage input into a 1-best tree T, and the decoder then
searches for the best derivation(a sequence of translation steps) d*that converts source
tree T into a target-language string among all possible derivations D as shown in equation

(2.3):
d* = argmaxge; P(d/T) (2.3)

Tree-based systems offer some attractive features. Among these features are: much faster
decoding (linear time vs, cubic time), do not require a binary-branching grammar as in
string-based models and can have separate grammars for parsing and translation (Huang,
Knight, & Joshi, 2000).The tree-based systems can be sub-divided into three, which are:
tree-to-string, string-to-tree and tree-to-tree models respectively. Joshua (Li et al., 2009)

is an open source toelkit for parsing in syntax-based machine translation.

In string-to-tree medel, the input is a string and the output is a parse tree (Galley, et al.,
2006) while tree-to-string model parses a tree at the input and outputs a string, The Tree-
to-tree model extracts rules using parse t.rees from boih side(s) of the bitext, By modeling
the syntax of both source and target languages, tree-to-tree model have the potentizl

benefit of providing rules linguistically better motivated.
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However, despite the advantages of tree-based systems, they suffer from a major
drawback: they only use the 1-best parse tree to direct the translation, which potentially

introduces translation mistakes due to parsing errors (Oladosu, et al., 2016),
2.2.8 TForest-Based Translation

Forest-based translation is & compromise between the string-based and tree-based
methods because it combines the advantages of both methods. Forest based translation
encourages faster decoding and alleviates parse errors. Informally, a packed parse forest,
or forest in short, is a compact representation of atl the derivations (i.e., parse trees) for a
given sentence under a context-free grammar (Billot & Lang, 1989). Forest based
machine translation mainly extends the tree-string modeli to forest to string. Forest-to-
string translation is an extension of the tree-to-string model because it uses a packed parse
forest as the input and outputs a string (Mi, Liang, & Liu, 2008). Forest-to-string models

can be described as equation (2.4):
e" = a7'gmaxaeu('r),7'eﬁ(f)P(d/T) (2.4

where f stands for a source string, e stands for a target string, F stands for a forest, D
stands for a set of synchronous derivations on a given tree T, and e* stands for the farget
side yield of a derivation. In order to deal with word order differences in machine
translation and to translate differently all the meanings of an ambiguous input ir a forest,
forest reordering model was proposed by Cmejrek, (2014). He presented a novel
extension of a forest-to-string machine franslation system with a reordering model as

stated in equation (vii):

Forder = Dosicjsn - 108 Porger (05 = O|h) (2.5)
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Research shows that the method provides impraovement from0.6 up to 1.0 point measured

by (Ter— Bleu)/2 metric.
2.2,.9  Online Interactive Systems

In this interactive translation system, the user is allowed to suggest the correct translation
to the translator online. This approach is very useful in a situation where the context of a
word is unclear and there exists many possible meanings for a particular werd, In such

cases, the structural ambiguity can be solved with the interpretation of the user.,
2.3 Yoruba Language and Culture

After a thorough research, it has been discovered that there is insufficient parallel English
— Yorubd corpus, hence English — Yortiba statistical machine translator is not common
(probably Yorubé Google translator). There are basically three indigenous languages in
Nigeria, they are the Hausa language spoken in the northern part of Nigeria, the Igbo is
spoken by the Eastern part of the country and the Yorubé which is spoken in the south-
western part of Nigeria (Ninan & Odetunji, 2013). The English language is the official
language use in communication in Nigeria and it becomes the language (Eludiora,
Agbeyangi, & Ojediran, 2015) of debate and record in spite of the use of major indigencus
Nigerian languages. The Yorubé language (target language) is a tonal language spoken
by people of the south- western part of Nigeria, which covers states |ike Oyo, Osun, Ogln,

C)ndo, Bkiti, Lagos, Kogi and Kwara. (Eludicra & Elufidodo, 2016)
2.4 STRUCTURE OF ENGLISH AND YORUBA LANGUAGE

According to (Cdejobi, Owolabi, & Adegbola, 2011), English Ianguage basically moves

from concrete to abstract, while Yoertba language moves from abstract to conerete, Thus,
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Yoriba language can be seen as a complex language to study. 1t has a lot of cultural
entities (Proverb - ewi, oriki, etc) which cannot we adequately represent in English (e.g.

isé ni dgln is€).

There are various differences and similarities between English and Yorubd Language,
some of which are discussed here:
»  Yoruba language borrows English language words for most of the words that does

not have a Yortb4 equivalent.

Biro :Bird, Bread Burédi

e In English Language determinant (e.g the) always come after a noun but in
Yoruba language, determinant always follow noun.
The<Det> boy<N> = gmolkunrin<N>n&a<Det>

e Yoruba language is a tonal language with 3 distinct tones while English is not.

e Most sentences in English language cannot be translated to Yoruba using word-

for-word translation. e.g.

The boy is coming: N&a gmodekunrin  bo

The correct translation must be; omedekiinrin nda & bo.

2.4.1 Phrase Grammar And Re-Write Rules

The English and Yoruba write rules are iliustrated below. The list of acronyms is in table
2.1. These the acronyms used to replace the English acronyms in the Yoriiba section. The
phrase grammar is used to describe the relationship bstween the sentence or phrase
constituents (words). English and Yoruba sentence structures are presented in (1) and (2)
below, The re-write rules explained the how phrases are derived from noun and verb
phrases. The two phrases are realized from the sentence,
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The re-write rules in (2) showed Yorubd that is head-first in the Noun phrase (NP}
structure while in English is head-last in a Noun phrase (NP) structure, For example, “the
man' is (DetN) ckunrinnaa, that is, (NDet), Also in (5) Yoruba is head-first in the
Adjectival phrase (AdjP) structure while English is head-last in the Adjectival phrase
{(AdjP) structure For example, the tall boy is (DetAdjP), omokunrin giga naa, that is,

(NAdjDet). The position of qualifier (tall) does not change in the two languages.

Table 2.1:English Part and relative Yoruba Translation

Yorubi
ENGLISH

Apolaorg Orikd (APQO)
NP

Apolaord Atdkun (APTK)
PP

Apdlagro ise (APOI)
VP

ApolaOroAponlé (APQA)
ADIJP

oro Atokin (ATK)
PRE

OroOriko (O
N

AropdOrdOriko (AQO)
PRN

OroApdnlé (QA)
ADJ

Asapéjtwellooro oriko
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English Sentence Structure (1)
Rule 1 § ===> NPVP

Rule 2 NP ===>DetN

Rule 3 NP ===>DetAdjP

Rule 4 NP ===> PP

Rule 5 AdjP ===>AdjNP

Rule 6 VP ===> VNP

Rule 7 PP ===>PrepNP
Yoruba Sentence Structure (2)
Rule 1 § ===> NPVP

Rule 2 NP ===>NDet

Rule 3 NP ===>NAdgjP

Rule 4 NP ===> PP

Rule 5 AdjP ===>NAdj

Rule 6 VP ===> VNP

Rule 7 PP ===>PrepNP
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The ADIJP has six re-write rules each of the two languages as shown in (3) and (4) below.
Rule T shows that PP is produced from noun phrase and PP can produce prepositional

and noun phrase.

English Adjectival phrase structure (3)
Rule 1 NP == ADJPNP

Rule 2 ADJP => ADIJNP

Rule 3 NP => ADJPNP

Rule 4 ADJP => ADINP

Rule S NP => DETNP

Rule 6 NP =>N

Yornuba Adjectival phrase structure (4)
Rule 1 ADJP =>ADJPN

Rule 2 ADJP=>DETAD]J

Rule 3 NP => NPADIP

Ru.le 4 NP =>PPNP

Rule 5 NP => NPDET

Rule 6 NP => N

For example: the old man, This phrase can be tokenized as follows:
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English on the chair
AP:=ADIPN

ADJP: =Det Adj

DET: =an
ADJ: = old
N: = man

Yoribé/AgbalaghaQkinrinKan]

APQA: =ATK APOO

APOO: = AIQO QA

OA: = Agbaldgba

AIQO: = Okunrin

QO: = Kan

(Elrud.iora & Atolagbe, 2016)

2.5 METHODS OF EVALUATING MACHINE TRANSLATION SYSTEM

Traditionally, human judgment is used in evaluating MT systems based on two main
criteria; adequacy and fluency, Human judgment of the MT output is expensive and
subjective therefore, automatic evaluation measures are a necessity. Theve are various

methods used in evaluating MT systems. Among them are: BLEU (bilingual evaluation
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understudy), WER (word error rate}, PER (position-independent word error rate) and

NIST.
2.5.1 Word Error Rate (WER)

One of the first automatic metrics used to evaluate MT systems was Word Error Rate
(WER), which is the standard evaluation metric for Automatic Speech Recognition. WER
is éomputed as the Levenshtein distance (Levenshiein, 1966) between the words of the
system output and the words of the reference translation divided by the length of the
reference {ranslation. The Levenshtein distance is computed using dynamic
programming to find the optimal alignment bstween the MT output and the reference
translation, with each word in the MT output aligning to either 1 or 0 words in the
veference translation, and vice versa, Those cases where a reference word is aligned to
nothing are labeled as deletions, whereas the alignment of a word from the MT output to
nothing is an insertion, [f a reference word matches the MT output word it is aligned to,
this is marked as a match, and otherwise is a substitution. The WER is then the sums of
the number of substitutions (8), insertions (I), and deletions (D) divided by the number

of words in the reference translation (N} as shown in Equation (6).

s+i+D
N

WER = (2.6)

2.52 MWER (Multi-Reference WER)

The application of WER to more than one reference translation refers to the minimum of
the WER scores between the MT output and each reference. In essence, MWER is the

WER between the MT output and the closest reference translation. While this allows
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WER to be used with multiple references, the references are not combined in any fashion

and are not truly exploited by the metric (NieBen, Och, Leusc, & Ney, 2000).
2,53 Position-Independent Error Rate (PER)

Position-independent Error Rate or (PER) came into inception to address the word-
ordering limitation of WER by treating the reference and hypothesis as bags of words, so
that words from the hypothesis can be alighed to words in the reference regardless of
position. Because of this the PER OF an MT output is guaranteed to be lower than or
equal to the WER of the MT output. This variant has the disadvantage of being unable to
distinguish a correct translation from one where the words have been scrambled

(Tillmann, Vogel, Ney, Zubiag, & Sawaf, 1997).
2.5.4 BLEU (Bilingual Evaluation Understudy)

BLEU (Bilingual Evaluation Understudy) is the current standard for automatic machine
translation evaluation. Like MWER, a key characteristic of BLEU is its direct exploitation
of multiple references. The BLEU score of a system output is calculated by counting the
nu]‘nber of n-grams, or word sequences, in the system output that occur in the set of
reference transiations. BLEU is a precision-oriented metric in that it measures how much
of the system output is correct, rather than measuring whether the references are fuily
reproduced in the system output. BLEU could be gamed by producing very short system
outputs consisting only of highly confident n-grams, if it were not for the use of a brevity
penalty which penalizes the BLEU score if the system output is shorter than the

references. (Papineni, Roukos, Ward, & Zhu, 2002)



2,55 NIST

NIST is a method for evaluating the quality of text which has been translated using
machine translation. It is based on the BLEU metric, but with some alterations, Where
BLEU simply calculates n-gram precision adding equal weight to each one, NIST

calculates how informative a particular n-gram is (Oladosu, et al., 2016).
2.6 RELATED WORKS

Eludiora, Abayomi, & Fatusin, (2015) Worked on English to Yorubd Machine
Translation System for Yorubd Verbs® Tone Changing and deduced that in translating
English sentences (text) to Yoriibd sentences (text), some Yoruba verbs change tone from
the bilingual dictionary low-tone to mid-tone when they are transiated to Yoraba. They
are called tone change verbs. These tone change verbs do pose some challenges in English
to Yoruba machine translation, and Most of the time it changes the meaning of the
sentence, These changes usually depend on the positions of the nouns and pronouns in
the sentence. The verbs in this category were collected from different Yorubd senfences
that contain tone change verbs. They developed the system using some re-write rules were
designed for the two languages. The re~write rules were tested using JFLAP, Apart from
re-write rules, there are other grammatical rules considered and the rules affected the
Yorubd translations. The software was designed using unified modelling language
(UML). The Rule-based approach was used for the translation. Python programming
language was used for the software development. The python has natural language toal
kits that are used for the sentence parsing. The system accept English sentence then
discover the pattern for the sentence. The system was implemented and tested for twenty

tone change verbs within the home domain. The two languages are subject verb chject
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(SVO) sentence structure with some differences, The results show that the MT system

can translate these tone change verbs. The system is efficient in its response time

Agbeyangi, Eludiora, & Adenekan, (2015) developed a system named “English to Yorliba
Machine Translation System using Rule-Based Approach. They deuced that rule-based
approach is a good approach for Machine Translation System used for language with lots
of grammar which Yoruba language is one. In their research they laid emphasis on
popularity of Yorubd language among the three main languages in Nigeria calls for the
need to computerize the language. They used Transfer Rule-Based Machine Translation
in the develepment of the System. It was used because it allows us to use manual tagging
of the part of speech (POS). Rewrite rules was developed for the two languages (Yoruba
and English). The data was collected from home domain vocabularies. The re-write rule
was verified vsing Natural Language Toolkits (NLTKs) and implement using python
programming language. The system interface gives the user the opportunity to type
simple English language sentence and the resulting Yortba Translation is displayed. The
result shows that the system performance is ¢lose to the expert opinion, having considerad

the scope for which the system is developed (Agbeyangi, Eludiora, & Adenekan, 2015).

Haque, Dandapat, Srivastava, Naskar and Way, (2009) developed English to Hindi
Transliteration system based on the phrase-based statistical method (PB-SMT}. A PB-
SMT model has been used for transliteration by translating characters rather than words
as in character-level translation systems. They modeled Translation in PB-SMT as a
decision ﬁz‘ocess, in which the translation a source sentence is chosen (o maximize. They
used source context modeling into the state-of-the-art log-linear PB-SMT for the

English—Hindi transfiteration task. To improve the system performance, they took
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source coniext into account substantially (Haque, Dandapat, Srivastava, Naskar, & Way,

2009)

Islam, Tiedmann, & Eisle, (2009), Proposed a phrase-based Statistical Machine
Translation (SMT) system that translates English sentences to Bangla, A transliteration
module was added to handle Out-Of-Vocabulary (OOV) words. This is especially useful
for low-density languages like Bangla for which only a limited amount of training data is
available. Furthermore, a special module handling translation of preposition wards was
implemented to treat systematic grammatical differences between English and Bangla,
The improvement of the system was evaluated using the BLEU, NIST, and TER scores
with the overall score of the system being 1.7 percent and for short sentences, which

was 23.3 percent.

Translation processes for translating English to Yorub& was proposed by Eludiora,
(2014). He proposed & machine translator that can only franslate simple sentences.
Context-free grammar and phrase structure grammar were used. The rule-based approach
was used for the translation processes. Re-write rules were designed for the transiation of

the source language to the target language (Eludiora S., 2014),

Eludiora, Agbevangi, & Fatunsin, (2015) experiment on the concept of Yorsba verbs’
tone changing. For instance, “Adé wo il&” means “Ade entered the house™. In this case,
the dictionary meaning of enter in Yoruba is wole. This verb takes low tone, but in the
sentence above it takes mid-tone. The authors designed different re-write rules that can
address possible different Yorubd verbs that share these characteristics. The machine
translator was designed, implemented and tested. The system was tested with some

sentences.
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Adenekan, Agbeyangi, & Eludiora, (2015) proposed a rule-based approach for English to
Yortba Machine Translation System. There are three approaches to machine translation
process. The author reviewed these approaches and considered rule-based approaches for
the translation process. According to the author, there is limited corpus that is availeble

for Yoruibé language this informs the rule-based approach.

Odeiobi, Eludiora, Akanbi, Iyanda, & Akinade, (2015) proposed system that can assist in
the teaching and learning of Hausa, lgbo, and Yortiba. The study considered body parts
identification, plants, and animals’ names. The English to Yoribd machine translation
and Yoruba number counting systems were part of the main system. The model was
designed to build a system for the learner of the Nigerian three indigenous languages. It

is an on-going research worlc

Akinwale, Adetunmbi, Obe, & Adesuyi, (2015) proposed a web-based English to Yoribi
machine translation system. Authors considered a data-driven approach to design the
translation process. Context-free grammar was considered for the grammar modelling.

The Yoruba language orthography was not properly considered in that study.

(Abiola, Adetunmbi, & Oguntimilehin, 2015} Considered a hybrid approach to English
to Yoriba machine translation. The paper only itemized the steps the authors will take in

the development of the proposed system. The study is on-going.

Abiola, Adetunmbi, Fasiku, & Olatunji, (2014) proposed English to Yortiba machine
tra_ﬁslation system for noun phrase. Accerding to the authors, rule-based approach was
used and automata theory was used to analysis the production rules, The system was able
to translate some noun phrases. [t was evaluated using Nigerian daily news and the system

translation accuracy using some phrases was 90 percent,

29



CHAFPTER THREE

METHODOLOGY
3.1 THE APPROACH

[n this project, an adjectival phrase-based machine translation system was designed for
English to Yoruba. The phrases were broken down into their part of speech (POS}) and
the database was designed by categorizing all the parts of speech into their different
grammatical functions. The data for the work was extracted from locally spoken words
and stored in a database and the corpus was trained to understand the grammatical rules
of translation, NLTK parser was used to parse the corpus and test all the rules used as it
affects each sentence. Python programming was used in developing the system and Mean

paint score (human judgement) was used in evaluating the system.

32  REQUIREMENT ANALYSIS
The requirements and specifications of the Adjectival Phrase English to Yerubd Machine
Translation system software are as follow:

i. topresenta user [riendly interface to the user;

il.  to give the user access to enter adjectival phrases in English language provided

the phrases is within the domain covered;
iti.,  formulate a grammar for the English phrase using phrase structure rewrite rule;

tv.  translate and output the equivalent meaning of the sentences entered in standard

Yoruba language; and

v.  implement a system for the translation based on the grammar of the two languages

using python programming language with PyQt5(GUI module)
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3.3 DEVELOPMENT TOOLS
The main tools used for the project are:
" JFLAP: this was used to test the re-write rule and grammar using parse trees.
e Python programming language: this is the core programming environment used

for the application development.

¢  NTLK (Natural Language Toolkit): this is a support kit for python programming
language. Its features include: support for parsing, Part of Speech (POS) tagging,

corpora design and analyses.
¢ PyQt3: this also supports kit for the design of the application GUL

¢ py2exe: this was used to compile the python codes (.py) to an executable file

(.exe).

3.4 ARCHITECTURE OF THE DEVELOPED SYSTEM

The Adjectival Phrase English to Yorib4 Machine Translation system is made up of the

following,

1. System GUL: this is the user interface that interfaces the User and the transiator
which the Users can easily type what they intended translating.

2. Translator: this franslates the words provided by Users by fetching the
corresponding translation provided by the Parser,

3. Parser: Parsing is an important phase which is used to understand the syntax and
semantics of any source language sentences confined to the grammar. Parsing is
actually the automatic analysis of texts according to any grammar, Parser would

parse the words in the database
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4, Database: Database is the module used in storing the data used for the translation.
The database make up of paratlel corpus from Words were collected from both
languages. The sentences were broken down into their part of speech (POS). The
database was designed by categorizing alf the parts of speech into their different

grammatical functions.

Figure 3.1 shows the architecture of the system
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3.5 THEORLTICAL AND SYSTEM FRAMEWORK DESIGN

The theoretical and system framework design involves the system design, database

design, and system software design.
3.51 SYSTEM DESIGN

The system was design considering all principles and the rules guiding the transiation
from the source language to the target language. The system design procedure invelves
that the users are allowed to enter a text in the source language which is the English
Laﬁguage, the texts are broken into token (lexemes). The token is then patterned
according to the re-write rules. The re-write rules are designed and developed. The
lexemes are fetched from the database. The outputs of the system are then displayed

through the Graphical User Interface (GUI)
3.5.1.1 Re-write Testing
The rules that guides the system design are;

Rule 1: An Adjectival phrase (ADJP) consists of adjective and Noun phrase (NP). In the

case of target language noun (QO) comes before determiner (AIQO). For example

SL: an<DET=old<ADJI>man<N>.

TL: Agbalagba<QA>Qkunrin<QO>Kan<AIQO>

Rule 2: A determiner must precede an adjective and a noun in SL, but reverse is the

case in the TL.
For example,

SL: The<DET> tall<ADI> boy<N>.
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TL: omokunrin<QO>giga<QA>nid<AlIQO>

The JELAP was used to test the rewrite rules as shown in Figures 3.2 and 3.3, The mode
of translation is based on the grammar designed for both English language and Yoruba

language.

3.5.1 Database Design

The data (corpus) for the research was collected from both languages. The sentences were
broken down into their part of speech (POS). The different parts of speech are stored in
pairs. Table 3.1 and 3.2 shows list of English pronouns and their Yoruba equivalents, and
English Determinants and their Yordbé equivalents. Figure 3.4, and Figure 3.5, show the

Noun and Adjectives respectively.
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Table 3.1: List of English pronouns and their Yoruba equivalents

English

Yortbg
She/hefit 5)
They .

Awon
You

two/ire

We Awa
Them wor

Table 3.2: List of English determinants and their Yorubé equivalents

English

Yoruba
A Kan
AN Kan
SOME Dié
THE Naa
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3.5.2 Adjectival Phrase Transiation Process

The English ADIJP translation process mode! is shown in Figure 3.6, Figure 3.6describes
possible phrases that can be translated from the source language (SL) to the target
language (TL). The ways translation of English adjectival phrase can be combined are:
ADJDETN and PREDETADIN. Figure 3.7 is the state diagram for the Yorlbé language
ADIP translation process. Figure 3.8 shows possible combinations of adjectival phrases
that can be accepted by the TL. They are: ATKQOAIQO and ATKQOQAAIQO. One
important thing to note is that, the noun (QO) and adjective (QA} swapped with the

determiner. It shows that Yoruba language is head first and English language is head last.
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Source fanguage . i} '
Intermediate Translation{word for word)

i mgs omolinrin
!

e Y onmd

Fina! transhation(word re-orderhi)
wid

prngklnrm B8

Figure 3.6: Adjectival Phrase Translation Process Abstraction
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Figure 3.7; State diagram for the English translation process

- Figure 3.8: State diagram for the Yorubé translation process
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3.6 SYSTEM SOFTWARE DESIGN AND IMPLEMENTATION

The software design can be divided into two different modules; the Graphical User
Interface (GUI) which is designed using UML and implemented using python
programming language. The GUI has three planes, the first plane is where user enters the
adjectival phrase. The second plane display input phrases word for word, The third plane
displays the translated Yoruba adjectival phrase. After the phrases have been typed, the
translator module of the code begins to execute, The phrase is broken into lexemes, it

then tagged into different parts of speech.

The translator medule will accept input sentence from the GUT module then break it
down, and send it to the database module to confirm that the lexemes are in the database.
However, if the lexemes are not in the database an error message will be generated. The
franslated sentence to target language is then displayed by the GUI, Python programming
language was used in the software coding and the interface of the machine is designed
using Py(Qt5. The lexemes are manually tagged and each word is categorised according
to its parts of speech. The Natural Language Tool Kits (NLTKs) was used as the parser
module, The franslation process is based on the phrase grammar rules built in the source
code which implements the re-write rules. The machine | translation system has the
capability to franslate sentences that contains an adjectival phrase from the English

Language to Yorub4 language in its textual form,

44




CHAPTER FOUR
SYSTEM EVALUATION, RESULT AND DISCUSSION
4.1 EVALUATION OF SYSTEM

The developed system was evaluated by administering questionnaires to respondents and
the mean opinion scere (Human Judgment) approach was used in determining the

performance of the system.
4.1.1 The Mean Opinion Score

The Mean opinion score (MOS) is a subjective measurement of people’s opinion. The
Expert i.e. the professional translator translates the sentences from Englisi language to
Yoruba language. The evaluation was done in other to compare the developed system to

experimental subject respondents’ and the Expert translations.
4.1.2  Questionnaire Design

The questionnaire designed has simple phrases that consist of acjectival phrases to test
the experimental subject respondent on the ability to translate simple sentences, The
questionnaire has ten (10) simple adjectival phrases which were used in testing the
respondents’ translation accuracy based on Yoruba language orthography and the syntax
of the language which is described in term of tone marks and diacritics (dotted vowels

and consonant).
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4.1.3 Questionnaire Administration

The questionnaires were administered in Tkole-Ekiti, Ekiti state, Nigeria. This area was
chosen becanse there are literate Yorabé speakers and the questionnaires were distributed

among the Yoriiba speakers from the Yoruba ethnic group.
42 SYSTEM OUTPUT RESULT

The sample of the output generated by the system is shown in Figured.1, 4.2 and 4.3.

- English-to-Yoruba Phrase Translator

Enter English Phrase:

[

Word for word translation
Yoriba Text

Translate © Reset |

Figure 4.1: System GUI
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""" English-to-Yoruba Phrase Translator

priin,

Enter English Phrase:
|ehe tatl boy|

word for word transiation
| nda giga emokanrin
Yoruba Text

- omokinrin giga naa

Figure 4.2: System Qutput Sample 1

Enter English_ Phrase:

3]_the good girl]

word for word translation

| néa daradara omobinrin |

Yoruba Text

| omobinrin déraddra nas i

Figure 4.3: System Output Sample 2
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4.3 DISCUSSION OF RESULT

The developed system was evaluated to determine its performance and this therefore
demonstrates the quality and shortcoming of the developed system based on system
accuracy using word orthography (tone marking and under dotting) accuracy. Results
show that most of the experimental respondents got the translation correctly while many
do.not know how to tone mark words when compared to the expert’s translated phrases
as well as the developed system as shown in table 4.1, Results of evaluation based on
word orthography (tone mark and the under dots correciness) using the mean opinion
score (MOS) is shown in Figure 4.4, From the graph, it is shown that the expert has the
highest score while the developed system has higher accuracy than the experimental

subject respondents.

From table 4.1, the expert’s percentage accuracy was 100 whife the developed system has
95.5 percent accuracy and the result frem experimental subject respondents is 76.3
percent. Figure 4.3 depicts that the machine correctness is close o that of the Expert and

more accurate than that of the average experimental subject respondents.
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Table 4.1: Analysis of Evaluation Results

Phrases Expert Respondent Average | Machine
l 100 70 100
2 100 78 100
3 100 80 85
4 100 75 100
5 100 80 90
6 100 70 100
7 100 80 90
8 100 78 90
9 100 77 100
10 100 75 100
Average 100 76.3 95.5
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Chart Title

seERnerr e spondent avers

Figure 4.4: Translated phrases orthography accuracy
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CHAPTER FIVE

CONCLUSION AND RECOMMENDATION

5.1 CONCLUSION

An adjectival phrase-based system was designed in this research to translate English
language to Yorliba. The system was designed to enhance the learning of Yoruba

language with a user-friendly interface,

Results show that the developed system was able to give accurate translations with
appropriate tone-marks and under-dots because its aceuracy is close to that of the Expert

and more aceurate than the experimental subject respondents’.

5.2 RECOMMENDATION

The result gotten from this project shows that most peopie that speak Yoruba language
are not good at writing it. In lieu of this, it is recommended that the school encourage
researchers in computational linguistics by funding research in the field and creating

community for Machine Translation.

It is also recommended that future researchers work on franslation of Adjectival phrases

from English to other languages (Hausa and Ibe) in Nigeria,

Finally, with the advent of Neural Network, | will recommend further research in Neural

Machine Translation,
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APPENDIX A

Questionnaire

DEPARTMENT OF COMPUTER ENGINEERING FEDERAL UNIVERSITY OVYE-
EKITI, IKOLE CAMPUS

Questionnaire on the Design of Adjectival Phrase English to Yoruba Machine
Translation System

Dear correspondent,
This questionnaire is designed to collect data for the evaluation of a software designed
and developed as a final year project in partial fulfilment of B.Eng. degree in computer
engineering titled “Design of Adjectival phrase based English to Yoraba Machine
Translation System™. In lieu of this, I hereby solicit for your cooperation to honestly
answer the questions and it will be treated as confidential.
Section A

Please tick the appropriate answer.

I Age  15-20( ) 20-25() 25-30 () above 30 ()

2, Sex Male( ) Female ()

3.0 8tate of Origin v e

4. State of Residence ........oooovei e

5. Educational level: SSCE ( ) Undergraduate { ) Postgraduate ( )
6. Knowledge of Yortba orthography(writing) System

Weak () Average ( ) Excellent( )
7. Have you use any Machine Translation System before? Yes( ) No()

8. If above is Yes what is the name of the SYSIeM Lo
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Section B
Please use appropriate Yorubd orthography .e.g.

1. The good girl

2. Atall boy

3. Some old book

4. A lazy boy

5. The intelligent boy

6. For young student

7. The friendly dog

8. A short skirt

9. The black boy

10. The big dress
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