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ABSTRACT
Vehic_:l.c routing invblves searching for cfﬁéient routes for vehicles along transportation networks
in an attempt to reduce travel time, route length, service cost. For vehicle drivers, the idea of getting
to their destiﬁation in the shortest time possible is very appealing especially by taking the shortest
path to their destination but the shortest route may not always be the optimal route. Drivers might
need multiple and distinct good (near optimal routes) options which are based on multiple criteria

“that can make the search space too large to get the solution in real time by deterministic algorithms.

This project proposes a genetic based algorithm that combines the flexibility (producing more than
oﬁé solution) of geﬁetic aigorithm and the speed of Dijkstra algorithm, This algorithm uses genetic
operatérs including selection, crossover and incorporates Dijkstra algorithm mutation to produce
optimal solutions. The processes involved include converting an actual road map into weighted
graph, get origin and destination nodes, initialize the population, continue to perform genetic
operation until the termination criteria is met and return best solutions. The termination criteria is
irriplemented as .the number of times the proposed algorithm performs genetic operation before

returning the solutions found, at each iteration mutation and crossover operation will be performed.

The developed system was evaluated. using processing time and distance. Genetic-Dijkstra
“algorithm has an average processing time of 5.83 seconds and averagé distance of 2059.09 meters
compared to Genetic algorithm with processing time of 6.89 séoonds and_average distance of
2364.65 meteré. The result gotten shows that the developed system is efficient and can be

‘implemented in any other routing application.
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1.1

CHAPTER ONE
INTRODUCTION

Background

~ Vehicle routing involves. scarching for efficient routes for vehicles along transportation

networks in an attempt to reduce travel time, route length, service cost. Vehicle routing has
many applications within the fields of operations research, logistics, distribution, supply chain
management, transportation. Vehicle drivers have a variety of preferences when it comes to

the definition of an ideal route, which lead to various criteria for planning and evalvation of

routes. (Bozyigit, Alankus, & Nasiboglu, 2017)

Searching for the optimal' route from one place (origin point) to another place (destination

point) has been one of the lifeiollg pursuit of vehicle drivers because the optimal route lo gically

_indicates shorter commuting time and reduced travel time which drivers find appealing. There

are several shortest path algorithrﬁs namely Dijkstra algorithm, Bellman-Ford algorithm that
can produce stable sOIutiorﬁs in form the shortest path. But shortest path may not always be the
best on coﬁsidering factors like environmental problem, traffic congestions or personal
satisfaction by users; Multiple simultancous search for multiple short routes is difficult with
thé above mentioned algorithm because they only produce single routes at a time and need to
bé rerun to get new solutions which is computationally costly and doesn’t guaraniee the
successive shortest paths. (Chakraborty, 2004)

This project developed a genetic algorithm that is capable of producing multiple simultancous

solutions (routes) for vehicle drivers in Ekiti State. Genetic algorithms are a type of

optimization algorithm used to find optimal solution or solutions to a given computational

problem that minimizes or maximizes a particular function. Genetic algorithms represents a

branch of evolutionary computation mainly because biological processes natural selection and




réproduction is imitated to solve for best (fittest) solutions, Genetic Algorithm is one of the
approaches that can be used for probabilistic search, learning and optimization (Carr, 2014),
While it maintains the population that describes candidate solutions, the entities (or
individuals} in-the populétion evolves using genetic operators of selection, crossover, and
mﬁtation. The size of the population is maintained, however superior candidates are preserved
and the inferior are replaced by new individuals reproduced during evolution. Genetic
al-éorithm has béen shown to draw good solutions for a variety of problems which includes
shortest path routing problem, Wireless sensor network optimization, fraveling salesman

" problem and so on.

1.2 Statement of Problem

For vehicle drivers, the idea of getting to their destination in the shortest time possible is very
appealing especially by taking the shortest path to their destination but the shortest route may not
always be the optimal route. Drivers might need multiple and distinct good (near optimal routes)
options which are based on multiple criteria that can make the search space too large to get the
solution in real time by deterministic algorithms (Chakraborty, Maeda, & Chakraborty, 2005).
' Geneﬁc algorithm is céﬁable of returning mult.iple candidates solutions (near optimal routes)
during search and has a pbssibilify of always giving approximate (near optilnalj solution regardless

of search time (Alhalabi, Al-Qatawneh, & Samarwi, 2008)




1.3 Aim and Objectives

The aim of this project is to develop a vehicle route search system using genetic based algorithm
which can find the optimal route(s) between two points (from origin to destination) on the road

map of Ekiti State. The specific objectives'are as follows:

i To design a vehicle route search system using genetic based algorithm
ii. - To implement the designed system for some selected point of Ekiti State,
iii. To evaluate the effectiveness of the system.

1.4 Scope of Study

~ This project approaches vehicle route search in Ekiti State using Genetic based Algorithm. It was
- be tested and compared with pure genetic algorithm. The project emphasizes-on exploring the use

of genetic algorithm to estimate and evaluate more than one minimal cost path.

1.5  Significance of Study

‘Genetic algorithm can provide multiple and distinct good (near optimal) choices of routes for
driver-s iﬂ real v’vorldrsce'nari.os like riots, flood, fire outbreak affecting a city hence blocking some
foutes--leading thro'l_lgh it, in cases like this a single route isn’t enough to make the right choice.
rlGenetic algorithm cén éutom'atically get the necessary knowledge about the search space during
its search process and by itself control the entire search process using random optimization

techn_i'ques (Wu & Shan, 2000). The practical significance of the propdsed algorithm is as follows:




i. It makes provision for dynamic environment optimization and always returns a solution.
ji. Tt can be applied to problems that can be defined as a graph and especially when the
solution of the problem depends on the sequence of the elements

iii. Provide effective solution for geographical information system network analysis.

1.6  Methods of Study

The methods to be used in achieving this project will include the following:

i. Continual review of relevant literatures in the library and online resources related to

Vehicle route search, Genetic algorithm, Road network processing, shortest path

problerm.

ii, Techniques of representing road transportation network as graph will be studied,

iii. Genetic algorithm will be used to estimate the minimal cost path

iv. Evaluation of the Implemented route search system using time complexity and space
complexity.




CHAPTER TWO
LITERATURE REVIEW

2.1  Vehicle Route Search
-~ Vehicle routing involves searching for efficient routes for vehicles along transportation
networks in an attempt to reduce travel time, route length, service cost. Vehicle routing has
many applications within the fields of operations research, logistics, distribution, supply chain
rﬂanagement, transportation. Vehicle drivers have a variety of preferences when it comes to
the definition of an rideal route, which lead to various criterialfor. planning and evaluation of
. routes (Bozyigit, Alankus,.& Nasibogln, 2017).
Optimal route search is part of the primary functions of car navigation devices. Intelligent
traﬁsportation systems has made it bossible for car navigation system. to receive real-time
~ information on.trafﬁc situations.. Refore the start of a journey the optimal route to the
destinatibn is calculated based on available information. Route search algorithms for car
~navigation devices make use of this information to avoid the traffic congestions. Route search
algorithms should find the..hew optimal route efficiently when the traffic situation changes. On
most cases the minimum traveling time or distance is considered to define the optimal route.
Itis important to note that the minimum traveling time or distance is not always what the user
is iooking for. The user may prefer to travel on a certain route even at the cost of traveling time

or distance (Mainali, Mabu, Yu, Eto, & Hirasawa, 2017).




2.2 Algorithms

Algorithms according to computer science can be described as a finite, deterministic, and effective
problem solving method that is suitable for implementation as a computer program. It can be
defined by describing a procedure for solving a problem in a natural language, or by writing a

coinputer program that implefnents the procedure. (Sedgewick & Wayne, 2011)

Corm.en et af. defined an algorithm as a computational procedure that takes a set of values or some
value as input and produces a .set of values or some values as output. In essence an algorithm is a
sequence of computational éteps that transform the input into the output. Algorithms can be
expressed as pseudocode. Pseudocode is different from a real code in that it can be expressed in
Whatéver expressivé method that is clear and concise to express the algorithm, such a method
includes English phrases and sentences. An example to explain the use of pseudocode is the
insertion sort which is an algorithm for sorting small number of elements. Figure 2.1 shows how
| the algori'thm works in sorting an array A= (5, 2, 4, 6, 1, 3) (Cormen, Leiserson, Rivest, & Stein,
2009). Examples of algorithms include Ant Colony Optimization, Dijkstra’s algorithm and Genetic

algorithm, these algorithms can be used for route search.

I 5 4 F o6
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Y

3 4 5 3]

25 T4T5T6]

: Figure 2.1: Operation of insertion sort on array A= [5, 2,4, 6, 1,3 ]. (Cormen, Leiserson, Rivest, & Stein,
: 2009)




2.3 - Overview of Genetic Algorithm

Mankind over the j/ears ﬁas drawn inspiration from different sources. Nature happens to be one of
those sources, the evolutionary characteristic of nature gave way for Evolutionary computation a
family of algorithms fof global optimization. Genetic algorithms afe a subset of Evolutionary
Vcornputation (Kinnear, 2000), because they mimic the biological process of reproduction and
na-turél selection to solve for the fittest solutions. These algorithm are more powerful and efficient

than random search and exhaustive search algorithms (Carr, 2014).

Genetic algorithms are the most fundamental and widely known form of evolutionary computation
currently in research. The ﬁnderlying concepts of the GA were originally developed by John
| Holland at fhe University of Michigan beginning in the 1960s while Holland was doing research
in the field of complex adaptive systems. Subsequent research efforts by Holland, his university
~ colleagues and many otﬁer researchers have since advanced the GA into many practical forms of
scientific application. These types of evolutionary algorithms have been designed as models
capable of solving decision pr-oblems, classification problems and complex numerical optimization

| problems. (Krzanowski & Raper, 2001).7

Genefic angrithm 1s based‘, on a set of candidate solutions representing a solution to the
Optimization problem being sﬁlved (Kramer, 2017). “A genetic algorithm begins with a randomly
oh_oseﬁ assortment of chromo'é'omes, which serves as the first generation (initial population). Then
éach chromosome in the population is evaluated by the fitness funct.i.on to test how well it solves
| the problerﬁ.at hand” (Carr, 2014). The term “population” refers to Eﬂl candidate solutions for a

given optimization problem. The term “Chromosomes” refers to one of the candidate solutions.




2.3.1 Basic Components of Genetic Algorithms

Relevant terminology used in genetic algorithm is borrowed from biology since its process is

designed to simulate a biological process. The following are basic component common to almost

il.

iii.

iv.

V.

all genetic algorithms:

Fitness function for optimization
A population of chromosomes

Selection of which chromosomes will reprodﬁce

~ Crossover to produce next generation of chromosomes

Random mutation of chromosomes in new generation

The fitness function refers to the function that the algorithm is trying to optimize. Fitness function

tests and quantifies the fitness of a potential solution. The fitness function happens to be one of the

most critical parts of the algorithm,

.2.3.2 Basic Terminology in Genetic Algorithm

il

iil.

v.

~ Population: It is collection of all the possible solutions to the given optimization problem.

Chromosomes — A chromosome is one of such solution to the given problem i.e. a single

- candidate solution out ':of the population of solutions.

Gene — is one element.position of a chromosome

Allele — is the value a gene takes for a particular chromosome.

- Genotype — Genotype is the population in the computation (digital) space. In the

computation space, the solutions are represented in a way which can be casily understood

- and manipulated using a computing system



Vi,

vii.

- viii.

Phenotype — Phenotype is the population in the actual real world solution space in which
solutions are represented in a way they are represented in real world situations,

Decoding and encoding — for simple problems, the phenotype and genotype spaces are the
same. However, in most of the éases the phenotype and genotype spaces are different,
Decoding is a process of transforming & solution from the genotype to the phenotype space,

while encoding is a process of transforming from the phenotype to genotype space.

Decoding should be fast as it carried out repeatedly in genetic algorithm during the fitness

~value calculation.

Fitness function — is simply a function which takes the solution as input and produces the

- suitability of the solution as the output. In some cases, the fitness function and the objective

function may be the same, while in others it might be different based on the problem.



Initialize the Decode the Find the fitness Selection
population > population > >
v
Crossover
A 4
New population Replace Mutation

Figure 2.2: Block diagram of Genetic algorithm (Papakostas, Koulouriotis, Polydores, & Tourassis,
2011} _ :

2.3.3° Operators for Geneti.c Algorithm

2331 Crossover

This 'operator allows the combination of Jgenetic material of two or more solutions (parents). There
exceptions “}here only one solution (parent) is required to produce new solution (offspring). The
crossover operators works by mixing the genetic material of the parents. For bit string
re‘preséﬁtation we have ﬁ-poiﬁt crossover. This methods splits up two solution at n positions and
alternately assembles them to produce a new one. The following are the most commonly used

Crossover op erators:

a) One-Point Crossover: in this method of crossover a single random point is chosen in the
~ genes parent chromosomes and the genetic material of both parents are swapped returning
~ two new children chromosomes. For example given two bit-string parent chromosomes

selected from the population

10




b}

Parent 1: 1111 | 00001
Parent 2: 0000 | 1110

The selected crossover point chosenis indicated by “ |, crossing the two chromosomes

which involves swapping the genes after the chosen crossover point produces the following

offspring

Offspringl: 11111110
Offspring2: 000000001

Two-Point Crossover: this method is quite similar to the one-point crossover method,

- except that two cross points are chosen instead of one. Given the parents below

Parent 1; 10 110 01
Parent 2; 01 (10 00

The space in the parent genes indicate the two crossover points i.e. the first and the last

two bits, crossing the parent chromosomes gives the following offspring:

Offspring 1: 10 010 01
Offspring 2: 01 110 00

11



Kramer opined that “The motivation for such an operator is that both strings might
represent successful parts of solutions that when combined even outperform their parents.
- This operator can easily be extended to more points, where the solutions are split up and
reassembled-alternately.” (Kramer, 2017). Figure 2.3 shows another example. Where two
parent solutions are split into two in the middle and re-assembled to get two new solutions

using one-point crossover.

parant 1. e 2

offspring 1

5;332%“‘] g F}Q‘i{,?t o

Figure 2.3: One-point crossover. (Kramer, 2017)

2.3.3.2 Mutation

Mﬁtation operétoré operéte by random changes to individual bits in the new chromosoﬁles by
-turniﬁg 1'into 0 and Vic¢ versa. Mutation normally happens with a very low probability, such as
0.0(}17._ Some genetic algorfthms iinplement the mutation operafor before the selection and
érossg;xfer operator.sr (Carr, 2014).Muta1iioﬁ is based on random changes. The strength .of this
disturbance is called rate. In continuous solution spaces the mutation rate is also known as step
size. Only a éingle chromosome (solution} is required to produce new offspring. For example a bit

string chrom_bsome is defined below, showing the effect of mutation before and after.

Before mutation: 1011011

12
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After mutation: 1011001
There are three main requirements for mutation operators.

1. Reachability_: Each point in solution space must be reachable from an arbitrary point in
solution space. There fnust be minimum chance to reach every part of the solution space.
If otherwise, the chance is positive that the optimum can be found. Not every mutation
operator can.guarantee this condition, for example decoder approaches have difficuities
covering the whole solution space. (Kramer, 2017)
ii. . Unbiasedness: The mutation operator should not induce a drift of the search to a particular
direction.
iii. ~ Scalability: Each mutation operator should offer the degree of freedom that its strength is
adaptable. This is usually possible for mutation operators that are based on a probability

distribution.

2.3.3.3 Fitness

Fitness computation of a soluﬁon is done using fitness function. The fitness function mcasu_fes the
qﬁality of the solutions that the genetic algorithm has generated. Designing the fitness function is
part bf the: modeling process of the optimization approach. “The performance of a genetic
algori_thm in solving a problém 18 ﬁsually measured in terms of the number of required fitness
_ function evaluations un’ﬁl the optimum is found or approximated with a desired accuracy”

(Kramer, 2017).

13




2.3.3.4 Selection

Convergence towards optimal solution requires that the best offspring solutions have to be selected
to parent the new generation of offspring solutions. The selection process is based on the fitness
values in the population. The probability for being selected depends on the fitness of a solution,
The selection oiaerétor chooses some of the chromosomes for reproduction based on a probability
distribution defined by the user. The fitter a chromosome is, the more likely it is to be selected. It
is important to note that the selection operator ;:hooses chromosomes with replacement so there is
| époss;ibility of choﬁsing-the same chromosome more than once. Using selection as mechanism to
choose the parents of a new offspring solution is known as survival selection, so the selection
operator determines which of the solutions survives or dies. “This perspective directly implements

Darwin’s principle of survival of the fittest” (Kramer, 2017),

2.3.3.5 Termination

The genetic algorithm runs for a predefined number of generations, but a defined termination
condition can define whén the main evolutionary loop should terminate. The termination condition

determines when the main ev_d_lutionary loop terminates. (Kramer, 2017)

| . I-\Iorm_'élly the crossover, selec;tion and mutafion process continues un.til-the ﬁumber of the offspring
is the:same as the initial population, implying that the second generatidn. has. completely replaced
the first. However some genetic algoritlnns let highly-fit members of the first generation survive
into the second generation. The second generation is tested by the fitness function, and the cycle
repeats until criteria is met then termination occurs. It is common to fedord chromosome that has

the highest fitness along with its fitness value from each generation. (Koza, 1994).
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il

iii.

iv.

Vvi.

Strengths of Genetic Algorithm

Provides a list of good solutions i.e. more than one good solution it is not restricted to a
single solution
It provides flexibility for different applications

Has good parallel capabilities

Tt always gets solution to a problem, and the solution keeps improving over time

. The concept is easy to understand

It is very useful when the search space is very large and there are a large number of

~ parameters involved

vil.

235

it.

iii.

It does not require any derivative information

Limitation of Genetic Algorithm

Genetic algorithm is time consuming

Inadequate encoding choice can affect the performance of algorithm negatively

Genetic algorithm implementation is still an art.

- 2.4 Overview of Dijkstra’s Algorithm

Dijkstra finds the shortest path in weighted graph. The nodes are divided into two groups namely

 tentative and permanent. The current node finds all its neighbor and assigns them as the tentative,

then examines the tentative nodes if they pass the criteria that the next node to be in the tentative

list must have minimum link cost or minimum weight, if the nodes passes the criteria then they are

moved to the permzinent list. Figure 2.4 shows the basic flow of Dijkstfa algorithm. The root

(sOurée node) is chosen, the permanent list is initialized empty and the tentative list has one node

which the root node. Then all the neighbors of the nodes in the tentative list are found and a
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cumulative cost of the edges are analyzed and the node in the tentative list is moved to the
permanent list. Then all the neighbors found are placed in the tentative list, then among the
neighbors which has the smallest cost is moved to the permanent list. This process is repeated until

the tentative list becomes empty.

2.4.1  Applications of Dijkstra’s Algorithm

1. Routing Systems
ii. Mapping e.g. Google Maps, Map Quest.
iii. Traffic Information System

Iv. Open shortest path first, used in internet routing

2.4.2 Strength of Dijkstra Algorithm

i, Ttis used in Google maps

ii. It always finds the shortest path between the source and target node if it exists in the

graph

2.4.3 Limitations of Dijkstra Algorithm

i. It does a blind search, hence it is time consuming.
ii. Tt cannot handle negative edges which leads to acyclic graphs and most often cannot obtain

-~ the right shortest path
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Root is set at the local node &
then forward to the tentative list.

| From the tentative list, move the node
with smaller weight {(shortest path) foo
- the permanent list.

| Add each unprocessed neighbor node of the last
| moved nodetotentative list if it not there. [f the
node with the larger cost then replace it with

' ather new.

Figure 2.4: A flowchart of dijkstra’s algorithm (Chib & Sandhu, 2016}
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2.5 Maps

A map according to the Merriam-Webster dictionary can be defined as a representation usually on

a flat surface of the whole or a part of an arca (Merriam-Webster, 2018). Figure 2.5 shows the map

of Ekiti State.
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Figure 2.5: Map of Ekiti State. (Ekiti - Google Maps, 2018)

A map is used to illustrate detailed and specific features of a particular arca. Maps attempt to
represent a different things like roads, topography, population, climates, economic activities,

natural resources, and climates. (Maps of India, 2012).

18




2.5.1 Uses of Map

Maps can be generally used for the following areas (Maps of India, 2012):

1. Analysis
ii.  Confirmation
iii. Communication
iv.  Decoration
v. Collection
vi. Investment
il 7 Exploration
viii. | Hypothesis Stimulation
ix.  Navigation
x. Control & Planning
Xi. Map Reading
- xil.  Storage of Information

xiil.  Historical perspective

2,6 - Graphs

‘A Graph can be de.ﬁned as a set of Vertices(nodes) and a collection of edges(links) _that is
cﬁnnected to a pair of vertices. Figure 2.5 below shows a graph containing 7 vertices namely (0,
1,'2, 3, 4, 5,:6) and & edges. Two vettices are adjacent when they are connected by an edge. A
vertex refers to a single node, so vertex 0 is adjacent to vertices 1, 2, 6 and 5 (Sedgewick & Wayne,

201 1)'.‘ Road networks can be modeled using graphs; in that the vertices can be used to represent
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the cities or junctions, and the roads linking this cities or junctions will be represented as edges.
Graphs can be categorized as follows Undirected and directed graphs, weighted and un-weighted.
Graphs facilitate making pairwise connections between items which plays a critical role in vast

collection of computational applications.

Figure 2.6: Graph composed of 7 vertices and & edges. (Sedgewick & Wayne, 2011)

2.6.1 - Undirected and Directed Graph

A graph G =(V, E) where V _denotes a finite set of vertices (nodes), and E denotes a set of edges.
Graph G is undirected if an edge is an unordered pair {u, v} of nodes 11, v €V implying that nodes

u and v are elements of the finite set of vertices (nodes) V. This implies that there is no difference
between the two vertices linked with each edge. While in directed Graph, edges are one way in the
sense that the pair of vertices that defines each edge is an ordered par that specifies a one-way

adjacency. Directed Graph which is also known as a digraph is a set of vertices and a collection of
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directed edges. Each directed edge connects an ordered pair of vertices. Unlike undirected graph
edge (0-1) linking node O to node 1 isn’t the same as edge(1-0) linking node 1 to node 0.

~(Sedgewick & Wayne, 2011) Figure 2.7 illustrates the connection of pléoes in Ekiti state as an

undirected graph.

Ode

‘ Figuré 2.7: Undirected graph showing connection between places in Ekiti state map

2.6.2 Weighted and Un—Weighfed Graph

A.graph G = (V, E) where V denotes a set of vertices, and E denotes a set of edges. In weighted
| graphs; each edge of G is assigned a nuinerical value which is known as weight, The Wei.ght on

the edges ofa rdad Lietwork graph might répreéent their length, drive-time or.speed limit. While in

un-weighted graphs, there is no weight for any of the edges. Figure 2.8 shows a weighted graph,

this can be used to represent a road network where each node represent intersections or places,

each edge represent the road and the weight on the edges can represent length of the road, speed
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limit, commute time or drive-time. Figure 2.9 shows un-weighted graph that identifies the vertex

and edge.
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' Figure 2.9: Un-weighted graph, the edges have no cost. (Sedgewick & Wayne, 2011)
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2.6.3 Applications of Graph

~ Graphs has many practical applications, some of them include modeling many types of relations
and process in physical, biological systems (Mashagi & al., 2004). In real world application the
term “hetwork” sometimes refers to a graph in which attributes like names, places are associated
with the nodes and edges. The following are examples of areas of where graphs are useful, such
as Maps, Web content, Computer networks, matching, software, social networks. Table 2.1 shows

typical graph applications.

Table 2.1: Typical graph applications. ( Sedgewick & Wayne, 2011 )

- Application Item Connection
Map Intersection Road
Web content : | Page Link
Circuit ' device Wire
Schedule : | job constraint
Commerce customer transaction
Matching student ' application
Computer network site . connection
“Software ' method - Call
Social network ' persen friendship

a)i Maps: planning a trip for instance from one town to another, using Ekiti as a case study
" requires a pe'rson‘ to answer questions like “What is the shortest route from Ado Ekiti to
Tkole Exiti? ¢ in cases where the shortest route is not the fastest route, the question can be
rephrased as “what is the fastest way to get from Ado Ekiti to Ikole Ekiti? ” To answer
such a question, the information about the trip can be processed by representing roads as

“edges and intersections or places as nodes. (Sedgewick & Wayne, 2011)
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2,7

b) Web content and social network: When browsing the web, pages that contain links which

are references to other pages are encountered, and navigating through the pages require

- clicking on the links. The entire web page can be represented as a graph, where the nodes

are the pages and links are the edges. Graph processing algorithms are essential
components of the search engines that assist in locating information on the web.
(Sedgewick & Wayne, 2011) Search Engines like google use powerful algorithms to handle
the search request of users. For social networks, explicit connections are buiit with friends.

Nodes represent people while edges represent can represent connections as a friend or

 follower. Understanding the properties of these networks facilitates how best to support

such networks.

- Computer networks and software: Computer network consist of interconnected devices that

send, forward, and receive messages of various types. Graph facilitates knowing about the

“pature of the interconnection structure which allows laying wires and building switches

that can handle the network traffic efficiently. For software a compiler builds graphs to
represent relatiohshipé among modules in a large software system. The nodes are the

various classes or modules that makes up the system. The edges can represent the

possibility that a method in one class might call another or -Witll actual calls while the

' system is in operatioﬁ. Analyzing the graph is nccessary in order to determine how to

- allocate resources to the program efficiently. (Sedgewick & Wayne, 2011)

- Open Streét Map, Osmnx, Networkx, Pycharm and Spyder

Open street map (OSM) is the free wiki world map. Tt is built by a community of mappers that

contribute and maintain data about roads, trails, cafes, railway stations all over the world. It

emphasizes local knowledge. Contributors use aerial imagery, g].oBal positioning system (GPS),
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and low-tech field maps to verify that OSM is accurate and up to date. OSM is open data, implying
that there is freedom to use it for any purpose as long as OSM and its contributors are credited.
- Any alteration or building upon on OSM data can be distributed only under the same license.

(About OpenStreetMap, 2019)

OSMNX is python package that can be used to retrieve, construct, analyze, and visualize street
networks from OpenStreetMap. OSMNX facilitates the download of épatial géo1netries and from
OpenStreetMap’s application‘ programming interface (API}). It has capabilities which includes
automated and on-demand downloading of political boundary geometries, building footprints, and
elevations, It can automate and customize the downloading of street networks from
OpenStreetMap and construct them into graphs and it can correct and simplify network topology.

| (Boeing, 2017)

NetwﬁrkX is a python package for the creation, manipulation, and study of the structure, dynamics,
and functions of complex networks. Its features includes data structures for graphs, di graphs, and
multigraphs, many standard gr.aph algorithrhs, network structure and analysis measures, generators
_for clﬁssic graphs, random graphs, and synthetic networks. It also has additional benefits from
python which includes fast p’rototyping, easy to teach, and multi-..p.latforrri. (Networkx Home,

2019)

Spyder is a powerful scientific development environment written in python, it offers a unique
cdmb_ination of the advanced editing, analysis, debugging, and profiling functionality of a
‘comp'réhensive development tool with the data exploration, interactive execution, deep inspection

and beautiful visualization capabilities of a specific package. (SPYDER, 2019)
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Pycharm is an integrated deveioprnent environment (IDE) used specifically for python language.
It is developed by the Czech company JetBrains. It provides code analysis, a graphical debugger,
an integrated unit tester, integration with version control systems (VCSes), and supports web

development with Django. (Pycharm, 2019)

7 2.7  Relevant Works
Ahmod proposed a genetic algorithm to determine the k shortest paths from a single source node
to multiple destinations with bandwidth constraints. The proposed algorithm uses the connection
matrix of a given network, and the links of the bandwidth to get the k shortest paths. He used two
examples of network topology and applied the proposed genetic algorithm on the network
examoles. Figure 2.10 illustrates the study of the effect of the mutation probability, it is obvious
from figure 2.11 that the k shortest paths decrease when the mutation rate decrease in the proposed

algorithm. (Hamed, 2010)
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Figure 2.10: The effect of the mutation probability (Hamed, 2010)
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Figure 2.11: The effect of mutation on k shortest path (Hamed, 2010)

Ahn and Ramakrishna proposed a Genetic algorithm to find the shortest path, by defining and
using'\:/ariable length chromosomes for encoding the problem, each gene reﬁresants a place in the
| map. A pop‘ulatioﬁ-sizing equation that facilitates a solution with desired quality was also
develéped. The crossover operation exchanges partial chromosomes at independently chosen two
crossing sites, and the mutation operation makes changes to randomly determined sub-paths
-betwg:en the source and the chromosomes in terms of the representational requirements for the
given task of route search. However the algorithm fixes invalid chromosomes using the repair
function. The proposed algorithm was evaluated to be able to search the solution space effectively
and speedily compared to other extant algorithms. In addition the population sizing equation was
obseryed to be a conservative tool to determine a population size in the routing problem. Figure
©2.12 and figure 2.13 shows the Pseudocode and example of crossover procedure respectively.
Figure 2.14 shows the exampie of mutation procedure. Figure 2.15 shows the example of repair
: functfon. Function 2.16 shows the comparison result for Inagaki’s algorithm, Munemoto algorithm
| and thie proposed élgorithm (Ahn & Ramakrishna, 2002).
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Figure 2.12: Pseudo-code for crossover. (Ahn & Ramakrishna, 2002)
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7 Inagaki's algorithm —
[:::I Munemole's algorithm
] Proposed algorithm

Route Failure Ratio

“The Mumiber of Nodes

Figure 2.16: Companson results of the quality of solution for each algorithm. (Ahn &
Ramakrishna, 2002)
Wu and Shan (2000) proposed a genetic algorithm which provides solution for geographical
‘information system (GIS) network analysis which provides strong decision support for usets in
searcl_ﬁng for the nearest facili’_ty and determining the service area. The knapsack problem was used
 to introduce the concept of geﬁetic algorithm and describe its various operations such as encoding,
CroSSover, inversion and mutation. The algorithm was tested using a network with eighty nodes to
demonstrate. the efﬁ_ciericy of the genetic algorithm and its application potential, It was able to
: solve.the best route selection ?roblem in the network analysis through efficient encoding, selection
Of_ ﬁtﬁess function and various genetic o.perations. The genetic algorithm implementation method

- also showed to be effective in terms of computation time and complexity. However further efforts

29



is required on the integration of genetic algorithm with commercial GIS packages. (Wu & Shan,

2000)

Sur and Shukla proposed a modified version of discrete bat algorithm that suits discrete domain
‘proble-:ms. In this method the Bat algorithm has utilized three famous variable dependent
WeibullCummulative Distribution Function as Weibull Coded Binaty Bat Algorithm (WCBBA),
| - Real Bat algorithm(RBA) and the third as the hybrid of the two. for search process with its
modeling according to a road network management system where it is used to optimize the travel
route and produce a vehicle load balancing structure of the network through optimized path
“establishment. The proposed Bat algorithm is modeled to handle multi-objective optimization
modél where each bat tries to optimize its own route ctiteria in other words each bat tries to find
its lik_ely pre.y. The enhanced search criteria of bats helps in reducing the number of bats for the

search process, but as the echolocation process spreads out it increases the complexity of the search
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Figure 2,17: Variation of global best of traveling time for all iterations. (Sur & Shukla, 2013)
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process making it more complex. The result show that the algorithm has potential for better results
and has been compared with the converging rate of Ant Colony Optimization(ACO) & Intelligent
Water Drops(IWD) algorithms. Figure (2.17, 2.18, 2.19) clearly shows Real Bat Algorithm(RBA}

is well suited for discrete search space problems and road network graph. (Sur & Shukla, 2013)
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Figure 2.18: Variation of global best waiting time for all iterations. (Sur & Shukla, 2013)
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Figure 2.19: Variation of global best of total time for all iteractions. (Sur & Shukla, 2013)

‘Inagaki, Haseyama, & Kitajima proposed an algorithm that uses fixed length chromosomes. The
chromosomes in the algorithm are sequences of integers and each gene represents a node identity
' that is selected randomly from the set of nodes connected with the node corresponding to its locus
number, All the chromosomeg have the same length which are fixed. During the crossover phase,
one of the genes from two pafént chromosomes is selected at the locus of the starting node identity

and placed in the same 1ocus of an offsprmg One of the gens is then selected random]y at the focus
of the previously chosen gene’s number. This process is contmued until the destination node is
reached. The details of mutation are not explained in the algorithm. The algorithm requires a large
population to attain an thhﬁal or high quality of solution due to its inconsistent crossover

mechanism. Some ~offspring may generate new chromosomes that resemble the initial
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chromosomes in fitness, thereby retarding the process of evolution (Inagaki, Haseyama, &

Kitajima, 1999).

Rui-ging and Zhao proposed a monkey algorithm inspired by the mountain climbing behavior of
monkeys the search space of the problem is the field with several mountains with food sources.
The monkeys move in groups in search of food over the mountains, In the process of searching for
food for their family, they perforfn climbing, watching, jumping and somersaulting processes. All
-these_ behaviors are explbited tolform the steps of the monkey algorithm. In monkey algorithm
(K,urﬁar, devi, & Safhya, 2017), it is assumed that finding the highest mountaintop is compared to
the maximum objective function. The monkeys from their respective positions climb to reach the
mountaintop. When the monkeys reach the top of the mountain, they will wait and spend time to
check about the better mountaintop from their current positions. Once they find the better positions
they will jump to their respectlve better positions. This process is simulated in the watch jump
process of the monkey algorithm. This is followed by repeated climbing process till the
: mountaintop'is reached for all the monkeys. The three basic processes in monkey algorithm namely

Climb, Watch-Jump and Somersault is explained briefly below (Rui-ging & Zhao, 2008) :

a) Climb Process: Monkeys starting from the initial position, clil;jnb over the mountain step-
by-stc_ap carefully. Thié behavior is sirﬂﬁlated in the climb prdcess of monkey algorithm to
' search for the local .(s'ptimal solution based on the pseudo-gradient information of the
objective function. Step size of the monkeys to increase thejir position in the climb process

. i8 defined stép length parameter,
b) Watch-Jump: On reaéhing the mountain top, the monkey will watch around from the

- mountain top position, The maximum distance the monkey can watch is defined by the

33




eyesight parameter. During the watch process if any close higher mountain is found
compared to the current position, the monkey will jump to that adjacent mountain and try
to climb up. The process described above is simulated in the watch-jump process to
accelerate the search course. The current solution is updated with the new and better
solution.

c) Somersault process: This process is used to introduce monkeys to new global search

~ domains. During this process a barycenter which is called the pivot is selected from the
current positions of all monkeys. The monkeys will somersault to a new position either

forward or backward with respect to the pivot.

The monkey algorithm was applied to open vehicle routing problem and the results is shown in
figure. The open vehicle routing problem has been run for 3 time and the minimum optimal cost

of the vehicles obtained from each run is displayed in figure 2.20.
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Figure 2.20: Total cost of the vehicles in three runs. (Rui-qing & Zhao, 2008)
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Byonghwa et al proposed a new route search algorithm which is based on genetic algorithm calied
Alternative route search (ARS) algorithm, in an unexpected events of system failure or traffic
slowdowns and gridlock due to accidents this algorithm is capable of searching alternative routes
for users dynamically. The algorithm was reported to be survivable and adaptable in a variety of
' dynamic traffic situations compared to Dijkstra algorithm and TPEG. The result of their
cxperimentation via simulaticsn showed that the ARS got more vehicles to their destinations
compared to Dijkstra and TPEG. They expect to validate the usefulness of their algorithm by
' furthér adjusting parameters in more sophisticated ways and enlarging the scale of simulations, in
the end hoping to produce a new navigation system incorporating their ARS and to deploy it in
Korezi.- (Byonghwa, et al., 2010). Figure 2,22 shows the infrastructure of the navi gation system by
car-to-car communication, Figure 2.21 shows the dynamic route generation by ARS.Figure 2.23
shows the result of the experiment. It display the simulation time in seconds and the number of

“vehicles that successfully reached the destination by each algorithm,
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Figure 2.21: Dynamic route generation by ARS (Byonghwa, éf al., 2010)
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Figure 2.22: Navigation system based on inter-car communication. (Byonghwa, ef al., 2010)

- Environment Algorithm
Situation | Simulation | #of | piyce, | TPEG | ARS
Time vehicles _
Normal 10,000 - 4.900 11,866 14,260 | 15,606
Survivability 8,000 10,000 16,928 19,163 | 21,591
Adaptability 10,000 4,900 11,696 13,790 | 15,181

Figure 2.23: The number of vehicles reaching their destination. (Byonghwa, et al., 2010)

.Chark:raborty proposed a genetic algorithm for searching multiple non overlapping routes from
origin point to the destination point in a road map to be used in a car navi g;ttion system. He also
: propo_s;ed anew ﬁtnéés function that ranks the likely soiutions. This algbrithm was reported to have
been evaluated against Inoue’s method (Inoue, 2001) which was proposed by Inagaki (Inagaki,
2002). The performance of the proposed algorithm was compared againsf Dijkstra, and reported
that aigorith’ms like Dijkstra find it difficult to produce multiple route simultaneously but the
- proposed GA based algorithm can produce multiple routes simultaneously with minimal

| ov.erlapping gfﬂcieutly. He reported that the usefulness of the proposed algorithre can be better

~ understood in the problem of finding out multiple routes in dynamic environment. The process
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involved in the proposed algorithm include Coding solution space, setting fitness function,

initialize population and genetic operation. (ChakraBorty, 2004)

Wen and Hsu proposed a route navigation system with a new revised shortest path routing
algorithm for solving road traffic problems. The proposed system when it determines the shortest
paths from source fo destination can avoid selecting no left(right) turns; one-way roads and
congested roadsf The proposed new algorithm was compared numeric#lly with existing algorithms
‘such és the Dijkstra algorithm and the A* algorithm. For experimentation purpose a road network
co_ntai'ning 4000 nodes which have 200 no left turn situations, the result obtained was that the road
frafﬁc problem-of a 4000 node traffic network can be solved within only 0.651 seconds on average.
_ The prototype system was built and some extra functions wete added. which provided benefits that
include offering the shortest path and providing information and security services for drivers.
Figuré‘ 2.24 below shows the average execution time of four algorithms, the A* algorithm’s
* execution time 0.099 seconds was very close to that of Wen-Hsu’s algorithm, 0.098 seconds. From
the experiment the speed of the execution time of the A* algorithm and the Wen-Hsu’s algorithm

is superior to that of Dijkstra and Dijkstra-+’s algorithm. Wen and Hsu reported that a better
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Figure 2.24: Averagé execution time of the four algorithms (Wen & Hsu, 2005)
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efficiency can be generated when a large number of nodes are chose. However the route navigation
system’s function developed can be further improved by exetending its function to have an
automatic reasoning mechanism using a knowledge-based inference engine. Future work involves
Building an efficient searching and learning mechanism for the route navigation system. (Wen &

Hsu, 2005)

Alhalabi, Al-Qatewnch, and S_alnawi proposed a route navigation system which efficiently guides
users to multiple road destinations so the user can know several path to take to get the destinations.
They proposed a genetic algorithm solution to a problem of selecting route to a given start and
destination on an actual map under user defined environment. The algorithm implements variable
length chromosomes meaning that chromosomes size can be dynamic due to path length which is
the number of cities between source and destination. The population size of the routes is generated
with respect to the chromosome size. Two selection methods was used and compared namely

tournament selection method and a suggested selection method. They recorded that there is a

relationship between the length of chromosome and the optimal solution, suggesting that the

optimal solution with best value can be derived by using the maximum length of chromosome
which contains all elements of the DB genes. They used larger population s.izc-: which allowed to
have better and faster re.sultsithroughout the crossover and mutation operation. However using
| larger population size slowed down the machine which means cost in terms of memory and time,
in addition deciding adequate population size is crucial for efficiency. They suggested that future
work should deal with situation of providin g a balance between the importance of using full length
of chromosome(the full content of population) to get the optimal solution and the importance of

reducing the size of the instance content( contents belonging to specific population and its
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chromosomes) to reduce the throughput time in order to speed up getting the optimal solution not

semi-optimal solution (Alhalabi, Al-Qatawneh, & Samawi, 2008).

El-Sayed, Zhang, Thandavarayan and Hawas proposed a method called “Partittion based
Framework for Distance and Shortest Path Queries (ParDiSP) for road networks. The proposed
method is a combination of both bounded-hop and hierarchical approaches. ParDiSP is divided
into two phases which is preprocessing phase and query phase. In the preprocessing phase the
input network is divided into four components. The components are extended component, transit
network, in-component distances tables (IDT), component distance matrix (CDM). Each
component has its own functionality e.g. recording the closes path in between end node, storing
' the diistance of every nod.e with end node. In the query phase which is the second phase it is divided
into two cases: the first is when starting and end places are present in one component then ALT
algorithm is applied. Oﬁ the other hand for queries where start and end places are in distance

queries by combining distances from three pre-calculated tables two in-component distance

tables(IDTs) and one entry component distance matrix(CDM). (El-Sayed ef al., 2016)

Katre and Thakare proposed a smari system for a device called Quick response device. This device
provides current location of a 'place and also provides the shortest path for rescue vehicle to reach
to the destination in time. The proposed system can be used for web application to send location,
display routé and maintain database which stores all the nearest place details. The quick response
deviceis divided into thr.ee sub components, which includes the User inferface component, control
~ unit component and _recéiver component. The user interface component which allows the user to
interact with the system has fhrée buttons: Red, Blue and Green. The Red button indicates the
police emergency button, gréen button indicates the hospital emergency button and blue button

indicate the fire bridged emergency. The Control Unit componerit.'-which. communicates with
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google map cloud service to find the nearest required location then routing algorithm is applied to

-find an effective route between the source and destination, The receiver end component displays .

the emergency message and the shortest path to its current location. Figure 2.25 shows the system

architecture.Katre and Thakarec also reviewed classical shortest path algorithm with their

advantage and disadvantages, Table 2.2 shows the analysis of the algorithms.

Table 1.2: Analysis of the algorithm

where youhavea | [V|E})
negative edge

No Algorithm Advantages Disadvantage Time Space
: ' Complexity complexity
IRE Dijkstra’s Algorithm Find shortest Fails in cases O( |E[+HV] O(vP)
: ' path in O( [E|+ | where you havea | Log[V])
[ViLog(IV|)) if negative edge
yoU- use a min
priority queue
2. A* Algorithm ' A* ig faster than | The main Depends on the | Depends on the
' using Dijkstra drawback of A* heuristic heuristic
and uses best- Algorithm and
first-search to indeed of any best
speed things up. | first search is its
: memaory
‘ requirement
3. Floyd-warshall ‘Much easier to | Slower and harder | O(n*) O(n?)
Algorithm code and All to understand
pairs of shortest
ey paths are solved
14, Johnson algorithm : Fails in cases O(VPlog[Vi+
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Figure 2.25: System Architecture (Katre & Thakare, 2017)

Mainali et al. proposed a dynamic programming algorithm to find the optimal route considering
that it should deal with the changes of the traffic situation and multiple criteria. Information from
the previous computation is used to find the new optimal route considering user preferences when
th.e. traveling tiﬁle 6f the road section changes. The proposed method was applied to a real road
network to find the optirﬁal route and the results obtained shows that the proposed method can find
the user-preferred optimal route. The digital map of the road network of Kitakyushu city was used
for the evaluating the proposed method. Thé traveling time of the road sections is calculated based
on the distance of the road section and the maximum speed allowed. Thc‘ speed shown in Table
2.3 below was uéed if the 1nﬁximum speed information is not available. Simulation results showed
that the proposed algorithm has better calculation time compared to the Dijkstra algorithm. Figure

2.24 shows computational time compariéon.
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Table 2.3: Maximum speed of the road section (Mainali, Mabu, Yu, Eto, & Hirasawa, 2017)

Road type Speed (km/h)

Highway 80
Urban Highway 80
National road” 60
Main prefecture road 50
Mdin city road 50
General prefecture road 40
General city road ‘ 40
Others | 30
Not defined ' 30

Table 2 5; Computational time comparison of the Q-method and the Dijkstra algorithm (ms) (Mainali, Mabu,
Yu. Eto, & Hirasawa, 2017)
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Bozyigit, Alankus and Nasiboglu proposed a modified Dijkstra’s algorithm, which was observed
to be efficient for route planning in the public transport network in terms of the number of transfers,
distance of proposed route and walking distance compared to Dijkstra’s algorithm which isn’t
efficient for public transport route planning, because it doesn’t take into account the number of
transfers and walldng disfanc_es. The proposed modified Dijkstra’s algorithm was tested on the real
world ‘transport petwork of Tzmir and the result was compared with the result of Dijkstra’s
Algorithm. The two Weaknesé of Dijkstra’s algorithm namely ignoring number of transfers and
walkiﬂg distance was overcomed by adding a “small penalty cost” to the cost of the path in cases
of the stated weaknesses. In essence the number of repeated walking and the number of transgers
are minimized by slightly increasing the distance of the proposed path in the nev? route selection
method.Figure 2.26 shows the route selection application, the application includes
GMap NET(map component), the application uses real-world transpoi‘t network of Izmii‘(Turkey)
asrthe dataset and this datasc;f is obtained from the web page of ESHOT. Table 2.6 shows the
average result of the proposed modified Dijkstra’s algorithm and Dijkétra’s algorithm. (Bozyigit,

Alankus, & Nasiboglu, 2017)
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Figure 2.26: The route selection application (Bozyigit, Alankus, & Nasiboglu, 2017)

Table 2.6: The average results of the algorithms (Bozyigit, Alankus, & Nasiboglu, 2017)

Averige Average Average Average

Algorithim | Runwing Bistanee af | Nowber of Walking
Tiwe Reontes Transfers Ihstanoe
felestra’s - g . a

Dijkstre’s | 5y e | 30874km | 42 0.482 km
Algorithin
Muodified
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CHAPTER THREE

METHODOLOGY

3.1 Overview of Research Approach

‘The fbllowing are the steps that was taken for this project.

i. - Implementation of sclected algorithm(Dijkstra and Genetic Algorithm)
ii. = Development of Genetic-Dijkstra algorithm
iii. ~ Implementation of the developed algorithm on vehicle route search

iv.  Evaluation of the algorithms.

The proposed genetic algorithm approach uses genetic operations namely crossover, selection and

miutation to obtain the best optimal route for the vehicle.

3.2 Irhplementation of Selected Algorithms
Python programming language was used for implementing the data structure and logic of Dijkstra
and Genetic algoritﬁm. Ekiti’s road network data was downloaded from open street map, and

represented as a weighted graph using networkx python package.

3.2.1 Implementation of Dijkstra
Dijkstra’s algorithm that was used for this project was already impllemented in the Networkx
package as functions. The function “dijkstra_path(...Y” uses Dijkstra’s method to compute the

“shortest weighted path between two nodes in a graph, Tt has four parameters namely:

i Graph
il. - Source node
i Target node
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iv.  Weight
The returns the shortest weighted path from source to target in the graph, in the form of a list of
nodes. As illustrated below in figure 3.3, a sample weighted non-directed graph named G has six
nodes and 7 edges each of which has a weight (cost}. On applying the function dijkstra_path(G,
1, 5, “weight’) the function returns [ 1, 4, 5 ] which is the shortest path to from node 1 to node 5,

because it has the lowest length(cost) i.e. from node 1 to node 4 the length is 2, from node 4 fo

the destination node 5 the cost is'2, so the total cost of the path is 4.

Figure 3.1: A weighted non-directed graph labeled G

3.2.2 Implementa_tion 6f Genetic Algorithm

Genetic Algorithm was used to search for multiple routes from EXkiti state road map, the generated

routes..is referred to as éolutibns. The solutions are ranked from shortest to the farthest, for this
| pr.oje,ct the maximum number:of generated solutions is restricted to.I'O solutions, Ekiti road map

was convertgd to graph where each road intersection, point of interest or place is considered a node

and a]‘.l the nodes are numbered. The roads in.the map are represented as edges in the graph. The

distance between the nodes is the length (weight) of the edge between the corresponding nodes.
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The sblutions provided is made up of several vertices (nodes) arranged in particular order to
represent the path in the transportation network. Fach solution is a possible path which can be
called a chromosome consisting of genes (nodes) where the first gene is the origin node and the
last gene represents the destination node. The chromosome (individual solution) length represented
mathematically as L € [2,n] where L is the length (total cost) of the path and n is the total number
of thé nodes in the road network graph, and each chromosome represents the path from the origin
node fo the destination node vﬁthout any loop or duplicate nodes Where the maximum length of

the chromosome is at most n which is the total number of nodes in the transportation network.
The general genetic algorithm steps for finding out optimal route(s) is described as follows

a. Representmap as weighted graph

b. Input the origin and de.stination

¢. Generate initjal population

d.r. Evaluate initial popula;uion using fitness function

e. Perform genetic operﬁtion( selection, crossover and mutation)

f. Return best solutions.

Pseudocode for the proposed algorithm is listed as follows:

Input network graph
Input origin and destination
Generate initial population of individuals (routes).
. Evaluate the initial parent population (using the fitness function)
Loop-until termination criteria is satisfied '
Filter population to avoid overpopulation( removing less fit individuals)
- Select chromosomes for reproduction (selection)
Create offspring using reproduction via operators such as crossover and mutation
Replace parent population by offspring population and elite parent
10. Return solution(s)

© 00 MOV R W
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3.2.2.1 Generate Initial Population

Population of chromosomes representing the solution paths was generated. Genetic operations was
performed iteratively to generate better generations until the termination condition is satisfied. The
origin node and target node are chosen, then the algorithm randomly picks path leading to the
targef, until the defined initial population size is met. Suppose the network graph of the road
network is represented in Figure 3.1 above, using genetic algorithm, randomly generated path from

1 (source node) to 5 (target node) can include [1,3,2,5], [1.2.3.5] and [1,4,5].

3.2.2.2 Genetic Operations
Tlhe operations that was used to evolve better solutions are explained below, they include selection,

crossover and mutation

" a. Selection: The fitness of individual chromosomes was used to rank them. Therefore the

- fittest of the solutions had higher chance of been selected to produce new offsprings with
the intention of improVing the fitness. |

b, Cross over operation: involves picldng two or mote parent chromosomes to produce new

offspring chrom.osomes. With two chromosomes sl and s2, two crossover positions in

- chromosome s1 and ) wés generated randomly, the crossover positions must not be the

source node or de.stination node, Assunﬁng that the gene at position p1 in chromosome sl

s is gl, search for g_l in chromosome s2 from position p2. All the genes between position pl

~and the destination node in chromosome s1 was replaced by those between gene gl and

destination node.in chromosome s2. If the gene g1 is not in chromosome s2 the génes in

"~ chromosome s1 remain unchanged. Assuming that the gene at position p2 in chromosome

- s2 is g2, search for geﬁe g2 from position p1 in chromosome s1. All the genes between

position p2 and destination node in chromosome s2 was replaced by those between gene
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g2 and destination node in chromosome sl. If the gene g2 can’t be found in chromosome
51, the genes in chromosome s2 remains unchanged, Figure 3.2shows chromosome s1 and
chromosome s2, the crossover position pl=4, p2 = 3, where S = source (origin) node and

D = destination node.

Before crossover operation

P1

1
S
-
o
I
w

31 52

After crossover operation

§'2

Figure 3.2: Cross-Over

Mutation operation: unlike the crossover operation, new offspring is generated from a
. single parent. Two mutation positions pl and p2 in chromosome randomly. Make the value
at position q1 of gene is x1, and the value at position g1 is x2. A path between x1 and-x2

~randomly.

pl=3 p2=6

o

S 16 10 [4 |7

e )

5 D

Figure 3.3: Chromosome before mutation
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- Figure 3.3 shows a sample chromosome with mutation positions pl = 3 and p2 = 6, the
corresponding nodes at mutation position p1 and p2 are node 10 and node 8§ respectively.
. A random new path was generated between node 10 and node 8 to produce a new sub-path.

Figure 3.3 shows the chromosome in figure 3.2 after mutation operation,

p1=3 02=6

! '

S |6 (10 |7 |9 |8 |5 D

Figure 3.4 Chromosome after mutation

. Fitness evaluation: Fitness function is used to evaluate how fit a solution is, Where the

fitness function of the kzh chromosome mathematically is represented as

-1
(i) = 2 W (k[i], k[ + 1])
i=1

" 'n = number of nodes (genes) in the kth chromosome (individual solution), Wg is the weight
- of the edge between the gene at-index { and the gene at index i+J. Every member
~ (chromosome) of the population is passed to the fitness function the value returned by the

fitness function represents is the cost of the path represented by the chromosome.
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3.2.2.3Flowchart of Genetic Algorithm
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"33 Dévelopment of Genetic-Dijkstra Algorithm
Genetic-Dijkstra algorithm is genetic algorithm based, where Dijkstra al gorithm was integrated in
the mﬁtation operation of Genetic Algorithm described earlier to improve {he speed of producing
viable solutions and the quality of solutions produced. Solution in this context means a path from
thé origin node to the target nbde, parent means a path in the population list and offspring refers
“to new path produced from crossover or mutation. This combination produces more than one
op_tiﬁial path from origin to target node and reduced computation time compared to using genetic

algorithm alone. The mutation operation of the Genetic-Dijkstra is described below

3.‘3.1 Mutation of .Genetic-Dijkstra Algorithm

Mutation operation doesn’t reqﬁire two parent to produce an offspring like crossover operation, on
selecting the parent for example a sample path ilfustrated in figure 3.6 from the population of
solutions. a.  Two mutation positions pl and p2 in chromosome randomly. Make the value at

- position gl of gene is x1, and the value at position g1 is x2. A path between x1 and x2 randomly.

S{6{102 718 |5|D} S16,10/219/5|D
Figure 3.6: Chromosome before mutation Figure 3.7: Chromosome after mutation

Dijksi_;ra algoritﬁm defined as a function in the NetworkX package defined in the implementation
of Dijkstra algorithm described earlier is called by passing node at position pl which is 2 as the
‘-source and the node at position p2 which is 5 as the target node. A list of nodes which represent
the shortest path from 2 (origin node) to 5 (target node) is retum'ed_"i.e. [2, 9, 5] which means

' starting from node 2, passing through 9, then 3 and finally 5 which is the target node.
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End

Apply Dijkstra Algorithm

h 4

Input graph of road
Map

Input origin and
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A

Initialize population
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r
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Criteria reached?

/ Return population /—'" Sort population based on fitness

Figure 3.8; Flowchart of Genetic-Dijkstra algorithm
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3.4 System Design of Genetic Algorithm Based Vehicle Route Search

The graphical user interface (GUI) illustrated in figure 3.9 was designed using python
programming language, the library used for the design is PyQt5 package which is python package
used for GUI designs, in the Pycharm integrated development environment. The GUI uses a
combo-box used for selecting the source and target nodes, contains two buttons, the button labeled
as Genetic uses pure genetic algorithm to find the optimal routes from the source to the target node
while the second button labeled as Genetic+Dijkstra uses the Genetic-Dijkstra algorithm to find
the optimal routes from the source to the target node. The population list which is a table at the left

side of the interface displays the solutions produced by the algorithm after

i} GENETIC ALGORITHM ZASED VEHICLE ROUTE SEARCH IM EKITI STATE - v ]
File Halp

Pepulation Ust Path

PFeopased Path
——— . ——

Figure 3.9: Graphical user interface of system design

54




clicking the buttons Genetic or Genetic+Dijkstra, the fitness of each path which is the distance of

the path in metres is also displayed. While the path panel displays a graphical representation of the

path from the source node to the destination node as fllustrated in figure 3.10

file Help
Population List
CHAOMOSGME FTHESS
1 Pathl 15349001060
H Pa.th.’. 6502045000905
1 Pathd TRLTRGNRGE
4 Pathd 7293, 426699900595
§ Path$ IO E04aN0N00
§ Fathd o TR0
7
3
9
10
1
1 |
i
£}
15
16
17
18
1
» |

W] GENETIC ALGORITHM BASED YEHICLE ROUTE SEARCH IN EXTI STATE

| G

Praposed Path

Feauits

(5334423551, 5334345725, 5334345724, 5324345268 is
the best path, with fingss:341 6529993939999 ;
Times 1027215 195060131

Path

E

Figure 3.10: System showing the shortest path from source node (blue) to target node (red)
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3.5 Performance Evaluation of the Developed Algorithm

The coding and simulation activities was performed using SPYDER an integrated development
' environment (IDE) using the python programming language. The results are presented in tabular
format and charts for better graphical and statistical presentation. The following metric was used

to evaluate the performance of the algorithms:

a. Processing Time: how long it takes to find the path measured in seconds

b. Distance: measure of the distance of the path found measured in meters
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4.1

CHAPTER FOUR

RESULT AND DISCUSSION

Result

In achievement of objective 1 of this research work, the performances of the genetic algorithm and

Dijkstra-genetic algorithm investigated in Section 3.2.2 and Section 3.3 respectively. Simulation

was performed on a personal computer with intel pentium 1.6GHz processor and 4 Gigabyte

Random Access Memory (RAM) using the spyder integrated development environment (IDE).

The steps utilized in the Genetic-Dijkstra algorithm is listed as fotlows:

ii.

jii.
iv.
V.
V1.

vii.

Tnitialize the network graph

Create the populafion

Calculate the fitness function value of each chromosome in the population
Apply selection operation

Apply crossover operation

Apply mutation dﬁeration (using Dijkstra method)

if termination criteria is reached terminate, otherwise algorithm

The Genetic-Dijkstra algorithm developed is capable of discovering more than one solution for a

given source (origin) and destihation, providing an option of exploting the next shortest path which

~ exists other than the optimal path.
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4.2 Analysis of Genetic Algorithm Compared to Genetic-Dijkstra

Table 4.1 shows the raw result obtained from 72 simulation runs of the Genetic algorithm and
Genetic-Dijkstra algorithm, where the time taken for each algorithm to calculate the route and

distance of the route is displayed.
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Table 4,1a; Table of the simulated data

5238942618

S/N  Origin Node  Destination Genetic Algorithm Genetic-Dijkstra
Node algorithm
: Time Distance Time Distance
1 5332838393 5334215766 8922744 4677.64 90.8463 4414.75
2 5342819321 5334345659 0.937617 1305.54 0,202966 1269.72
3 3905236357 - 5238876947 0.656346 1942.64 0.453157 1807.06
4 5342635943 5342635970  2.438287 218712 2,343739 1746.16
5 5334192385 5334166805  1.109451 995.35 0.609476 926.3
6 5334423570 5342926360 0.828188 3695.08 0.671921 2922.44
7 5342819415 5334275999 1.218836 2250.75 1.156565 2250.75
8 5342926362 5334192439 4.43786 4964.5 4095679  4876.93
9 5332838377 5334215729  7.778562 3842.31 6.552325 2930.48
10 5332897615 5334192119  1.234457 [584.46 0.308006 1584.46
11 3905236400 5334275999  0.265694 028,68 0.1280605 028.68
12 5334345651 5334276140 0.828233 1582.85 0.348012 1488.77
13 - 5342635938 5334166813 0.437471 815.15 0.062501 915.15
14 3905236266 5332898134  0.296842 865.37 0.109382 730.55
15 5334276038 3905236275 1.328264 1638.88 0.437529 1532.24
16 5238942608 3905236352  0.343726 842.99 0.078174 342,99
17 5342815694 5334345268 0.171889 1306.28 0.046879 1306.28
18 5334215816 5334424956  0.500187 1195.08 0.109384 1195.08
19 3905236316 3905245329  0.359319 812.51 0.140631 812.51
20 317747160 5342815720  0,781384 1456.59 0.32612 1510.17
21 5332898156 - 5334275926  0.156292 517.35 - 0.078132 517.35
22 5334424938- 3905236395  0.375052 1389.14 0.140682 974.59
23 3_905236266 5334423550 0,203217 990.36 0.031195 522
24 5334490403 3905236282 0.499968 1595.1 0.140636 1370.08
25 5334192383 5334345724 0.875015  1236.06 0.171887 1190.38
26 5342926360 5332898134  0.484453 2179.77 0.093755 2179.77
27 5334345712 1.875199 2003.49 '0;468778 1894.9
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Table 4.1b: Table of the simulated data

5334423588

S/N Origin Node Destination  Genetic Algorithm G_enetic-Dijkstra
Node algorithm
Time(s) Distance(m) Time(s) Distance(m)
29 5334215806 3905236313 9.401477  3542.35 11.3133 3064.13
30 3905236433 5239110486  13.54391 2074.44 4.594077 2705.72
31 317746932 5239109193  0.218815 795.4 0.0625 795.4
32 5334275068 5239109193  1.88665 2943.45 1.468864  2805.52
33 57334275999 5334345705  2.664407 3192.74 1.860752 1792.68
34 - 317747170 1098696298  0.750007  3528.37 0,265642  2819.11
35 5334276065 : 5334215729  1.29692 2559.8 0.919656 2559.8
36 5334215615 5334192444  15.6205 3282.26 1421349 3239.77
37 5334424957 390-523.6434 22.40037 4092.45 20.00533 3369.55
38 5334345626 3905236299  0.406336 1320.92 0.124925 1300.98
39 5334345636 5334215812 0.70313 1075.99 0.218767 1075.99
40 - 3905236275 5334455439  (0.328099 681,73 0.125007 676.96
41 5334345268 5334192103 91.71001 4325.67 8815147 3931,11
42 0321720319 5334192119  0.578191 1284.38 0.578173 1284.38
43 317747160 5334192420  7.728369  2245.11 13.50901 2269,95
44 5334192352 5334275615 15.08662  4375.01 28.5516 340721
45 - 5238942618 5239110271 0.322924 979 0.374969 979
46 | 5334424956 5334192254 0.489278 1656.88 0.60936 1656.88
47 5334424966 5742544792 1.093826 1763.91 0.827951 1527.53
48 ; 5334192420 5334166721  0.062508 174.1 0.062601 174.1
49 5238876947 5332898156 2265784  2681.71 -4.969857  2610.74
50 5334273946 5332838637 3.839296  2678.32 2437675 2678.32
al| 5334192439 3905236352  0.937541 1649.7 2.218919 1649.93
52 . 5334214617 5332838384 0.406224 840.19 0.54696 840.19
53 5334166780 = 5334166721  0.109518 150.89 0.062681 150.89
54 5342926362 3905236313 ' 0.35:8712 3804.41 7-0.406193 3800.13
55 5334345650 0.171885  956.92 0.312706  956.92
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Tahle 4.1¢: Table of the simulated data

5334455438

S/N Origin Node Destination  Genetic Algorithm Genetic-Dijkstra
| Node algorithm _
- Time(s) Distance(m} Time(s) Distance(m)
56 5238876948 5334491029 7,531951 3946.22 6.548814  3197.07
57 5742544793 5239110486  0.812617 1226.5 0.71868 1224.59
58 3905236332 - 5334345713 10.14572  3018.33 10.11001 2243.87
59 5342926361 3905236441 15.01596  4872.59 22.71413  4611.66
60 5238942628 5334345714 6.470767  2899.91 6.219337 25314
61 5334275999 5334345658 2.046974  2388.24 5016153  2211.58
62 5334276009 5334275926 0.20309 695.66 0.281319  695.66
63 5334345712 © 3905236445 2.937562  2372.86 1,531412  2236.44
64 5334455432 © 5334276038  0.593838 1435.57 1.250105 1435.57
65 5334192444 5342819321 1.109512  1432.97 0.937873 143297
66 3905236413 5334491042  1.53138 2529.61 2.109605  2379.22
67 5334166780 5334424972  3.70453 262541 1.502941  2613.49
68 5332898125 5334215525 3.452182 2542.67 8.641234 2175.61
69 3905236447 3905236444  0.17178 533.34 0.109383  533.34
70 5239110486 1098698286 0.156305 74446 0.10932 744.46
71 5334276009 5238942620  0.546911 1624.42 0.468792  1580.79
.72 5334276074 0.656297 1055.11 0.484238 1002.11

Table 4.2 shows the instances where genetic algorithm was able to get produce solutions faster

than genetic-dijkstra algorithm but this doesn’t guarantee that it found the shortest path. Table

4.3 shows the instances where genetic algorithm was able to get the shorter path compared to

genetic-dijkstra algorithm. Table 4.4 shows the instances where genetic algorithm was able to get

shorter distances faster than genetic-dijkstra algorithm.
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S/N- Origin Node Destination  Genetic Algorithm Gcnetic-Dijkstral
: Node algorithm
Table 4.2: Genetic algorithm best time

2 5334215806 3905236313 9.401477  3542.35 11.3133 3064.13

3 317747160 5334192420 7.728369  2245.11 13.50901  2269.95

4 5334192352 5334275615 15.08662  4375.01 28.5516 3407.21
-5 5238942618 5239110271 0322924 979 0.374969 979

6 5334424956 5334192254 0.489278  1656.88 0.60936 1656.88

7 5334192420 5334166721 0.062508  174.1 0.062601  174.1

8 5238876947 5332898156 2.265784  2681.71 4969857  2610.74

9 5334192439 3905236352  0.937541  1649.7 2218919 164993

10 5334214617 5332838384 0.406224  840.19 0.54696 840.19

11 5342926362 3905236313 0358712 380441 0.406193  3800.13

12 5334423588 5334345650 0.171885  956.92 . 0.312706  956.92

13 5342926361 3905236441 15.01596 487259 2271413 4611.66

14 . 5334275999 5334345658 2,046974 238824 5.016153  2211.58

15 5334276009 5334275926  0.20309 695.66 (.281319  695.66

16 5334455432 5334276038 0.593838 143557 1.250105 143557

17 3905236413 5334491042 1.53138 2529.61 2.109605  2379.22

18 5332898125 5334215525 3.452182 254267 8.641234  2175.61

Table 4.3: Genetic algorithm best distance
SIN Origin Node Destination  Genetic Algorithm Genetic-Dijkstra
Node algorithm
B Time Distance  Time Distance

| 317747160 5342815720 0.78138423 145659  0.326119661 1510.17
2 317747160 5334192420 7.728368998 2245.11 13.50900507 2269.95

3 5334192439 3905236352 0.937541246 1649.7  2.218919277 1649.93
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Table 4.4: Genetic algorithm best distance and time

S/IN Origin Node  Destination Genetic Algorithm Genetic-Dijkstra
Node algorithm
: , ‘ ' Time Distance Time Digtance
1 317747160 5334192420 7.72836%  2245.11 13.50901  2269.95
2 5334192439 3905236352 0937541  1649.7 2218919 164993

4.3 Analysis of Genetic-Dijkstra Algorithm compared to Genetic Algorithm

Table 4.5 shows the instances where genetic-dijkstra algorithm was able to produce solutions faster
than genetic- algorithm. Table 4,6 shows instances where genetic-dijkstra algorithm was able to
. produce solutions with shorter distance compared to genetic algorithm, Table 4.7 shows instances
where genetic-dijkstra algorithm was able to produce solutions With. shorter disténce faster than
_genetic algofithm. From the data presented genetic-dijkstra algorithin was observed to p.erform
better than genetic algorithm. GeneticmDijkstra outperforms genetic algorithm in most cases based

on processing time and average distance of the solutions produced.

The results obtained frorﬁ the simulation, Genetic-Dijkstra algorithm average time is 5.83 seconds
Which‘lis greater than Genétic algorithm’s average time 6.89 seconds and Genetic-Dijkstra
| ‘ élgorithm average distanée féund is 2059.09 meters which is less than Genetic algorithm average
distance 2364.65 meters, implying that Genetic-Dijkstra found shorter distance than Genetic

algorithm.
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" Table 4.5a: Genetic-Dijkstra algorithm best time

O 9o 1 O h B L) RS e

1.875199

S/IN Origin Node Destination  Genetic Algorithm Genetic-Dijkstra
Node algorithm
- Time Distance Time Distance
5342819321 5334345659 0937617  1305.54 0.202966  1269.72
3905236357 5238876947 0.656346  1942.64 0.453157  1807.06
5342635943 5342635970 2.438287  2187.12 2.343739  1746.16
5334192385 5334166805 1.109451  995.35 0.609476 9263
5334423570 5342926360 0.828188  3695.08 0.671921 292244
5342819415 5334275999 1.218836  2250.75 1.156565  2250.75
5342026362 5334192439 4.43786 4964.5 4.095679  4876.93
5332838377 5334215729 778562 3842.31 6.552325 293048
5332897615 5334192119 1.234457  1584.46 0.308006  1584.46
10 3905236400 5334275999 0.265694  928.68 0.128005  928.68
11 5334345651 5334276140 0.828233  1582.85 0.348012 148877
12 5342635938 5334166813 0437471  915.15 0.062501  915.15
13 3905236266 5332898134 0.296842  865.37 0.109382  730.55
14 5334276038 3905236275 1.328264  1638.88 0.437529  1532.24
15 5238942608 3905236352 0343726  842.99 0.078174  842.99
16 - 5342815694 5334345268 0.171889  1306.28 0.046879 130628
17 5334215816 5334424956 0.500187  1195,08 0.109384  1195.08
8 3905236316 3905245329 0.359319  812.51 - 0.140631  812.51
19 317747160 __5342815720 0.781384  1456.59 0.32612 1510.17
- 20 5332898156 5334275926  0.156292  517.35 0.078132  517.35
21 5334424938 3905236395 0.375052  1380.14 0.140682  974.59
22 3905236266 5'334423_550 0.203217  990.36 0.031195 522
- 23 5334490403 3905236282 0.499968 1595.1 0.140636  1370.08
24 5334192383 5334345724 0.875015  1236.06 0.171887  1190.38
25 5342926360 5332898134 0.484453  2179.77 0.093755 217977
26 - 5238942618 5334345712 2003.49 0.468778  1894.9

64




Table 4.5b: Genetic-Dijkstra algorithm best time

S/N

5334455438

0.484238

Origin Node Destination  Genetic Algorithm Dijkstra-Genetic
Node Algorithm
Time(s) Distance(m) Time(s) Distance(m)

27 3905236433 5239110486 13.54391  2974.44 4594077  2705.72
28 317746932 5239109193 0.218815 7954 0.0625 795.4

29 5334275968 5239109193  1.88665 2943.45 1.468864  28(05.52
30 5334275999 5334345705 2.664407 319274 1.890752  1792.68
31 317747170 1098696298 0.750007  3528.37 0.265642  2819.11
3.2 5334276065 5334215729 1,29692 2559.8 0.919656  2559.8
33 5334215615 5334192444 15.6205 3282.26 14.21349  3239.77
34 5334424957 3905236434 2240937 409245 20.00533  3369.55
35 5334345626 3905236299 0.406336  1320.92 0.124925  1300.98
36 5334345636 5334215812 0.70313 1075.99 0.218767 1075.99
37 3905236275 5334455439  0.328099  681.73 0.125007  676.96
38 5334345268 5334192103 91.71001 432567 88.15147  3931.11
39 321720319 5334192119 0.578191  1284.38 0.578173  1284.38
40 5334424966 5742544792 1.093826  1763.91 0.827951  1527.53
41 5334275946 5332838637 3.839296 = 2678.32 2437675 267832
42 5334166780 5334166721 0.109518  150.89 0.062681  150.89
43 5238876948 5334491029 7.531951  3946.22 6.548814  3197.07
44 5742544793 5239110486 .0.812617  1226.5 0.71868 1224.59
45 3905236332 5334345713 10.14572 - 3018.35 10.11001  2243.87
46 - 5238942628 5334345714 6470767 = 2899.91 6.219337 25314
47 5334345712 3905236445 2937562  2372.86 1.531412  2236.44
48 5334192444 5342819321 1.109512  1432.97 0.937873  1432.97
49 5334166780 5334424972 3.70453 2625.41 1.502941 = 2613.49
50 3905236447 3905236444 0.17178 533.34 0.109383  533.34
51 5239110486 1098698286 0.156305 74446 - 0,10932 744.46
52 5334276009 523 8942620 0.546911  1624.42 0.468792  1580.79
53 5334276074 0.656297  1055.11 1002.11
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Table 4.6a: Genetic-Dijkstra algorithm best distance

5334192103

S/IN Origin Node Destination  Genetic Algorithm Genetic-Dijkstra
Node algorithm
Time Distance Time Distance
1 5332838393 5334215766 8922744  4677.64 00.8463 441475
2 5342819321 5334345659 0.937617 1305.54 0.202966 1269.72
3 3905236357 5238876947 0.656340 1942.64 0.453157 1807.06
4 5342635943 5342635970 2438287  2187.12 2.343739  1746.16
_ 5 5334192385 5334166805 1.109451 095.35 0.609476 9263
6 5334423570 5342926360 0.828188  3695.08 0671921 2022.44
7 5342926362 5334192430  4.43786 4964.5 4.095679 487693
] 5332838377 5334215729 7.78562 3842.31 6.552325 293048
9 5334345651 5334276140 0.828233 1582.85 (.348012 1488.77
10 3905236266 5332898134 -0.296842  B65.37 0.109382  730.55
11 5334276038 3905236275 1.328264 1638.88 0.437529 1532.24
12 53344240938 3905236395 0.375052 1389.14 0.140682  974.59
13 - 3905236266 5334423550 0.203217  990.36 - 0.031195 522
14 5334490403 3905236282  0.499968 1595.1 10.140636 1370.08
15 5334192383 5334345724 0.875015 1236.06 0.171887 1190.38
16 5238942618 5334345712  1.875199  2003.49 0.468778  1894.9
17 5334215806 3905236313 9401477 354235 11.3133 306413
18 3005236433 5239110486 13.54391  2974.44 - 4.594077 2705.72
19 533427596-8 5_239109193 1.88665 294345 1468864  2805.52
20 5334275999 5334345705 2.664407 319274 - 1.890752  1792.68
21 317747170 1098696208 0750007 3528.37  0.265642  2819.11
22 5334215615 5334192444 15.6205 3282.26 1421349 323977
23 5334424957 3905236434  22.40937 4092.45 20.00533 3369.55
24 15334345626 3905236299  0.406336 132092 0,124925 1300.98
25 3905236275 5334455439  (0.328099 681,73 S0.123007 676,96
26 5334345268 . 51.71001 . 4325.67 88.15147  3931.11
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Table 4.6b: 'Genetic-Dijkstra algorithm best distance

5334425013

S/N. Origin Node Destination Node Genetic Algorithm Dijkstra-Genetic Algorithm~
' Time(s) Distance(m)  Time(s) Distance(m)
27 5334192352 5334275615 15.08662 4375.01 28,5516 3407.21
28 5334424966 5742544792 1.093826 1763.91 0.827951  1527.53
29 .5238876947 5332898156 2,.265784 2681.71 4.969857  2610.74
30 5342926362 3905236313 (0.358712 3804.41 0.406193  3800.13
31 5238876948 5334491029 7.531951 3946.22 6.548814  3197.07
32 5742544793 5239110486 0.812617 1226.5 0,71868 1224.59
33 3905236332 5334345713 10.14572 3018.35 10.11001  2243.87
34 5342926361 3905236441 15.01596 4872.59 2271413 4611.66
35 5238942628 5334345714 6.470767 2899.91 6.219337 25314
36 5334275999 5334345658 2.046974 2388.24 5.016153  2211.58
37 - 5334345712 3905236445 2937562 2372.86 1.531412 2236.44
38 3905236413 5334491042 1.53138  2529.61 2.109605  2379.22
39 | 5334166780 5334424972 3.70453 262541 1.502941  2613.49
40 5332898125 5334215525 3.452182 2542.67 8.641234  2175.61
41 5334276009 5238942620 0.546911 1624.42 0.468792  1580.79
42 5334276074 5334455438 0.656297 . 1055.11 0.484238 100211
43 5334424938 26.57278 3289.41 2223536 3027.83
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Table 4.7a

: Genetic-Dijkstra algorithm best time and distance

5334424966

5742544792

S/IN Origin Node  Destination Genetic Algorithm Genetic-Dijkstra
Node algorithm
Time Distance Time Distance
1 5342819321 5334345659 0.937617  1305.54 0.2029606 1269.72
2 3905236357 5238876947 0.656346  1942.64 0.4531357 1807.06
3 5342635943 5342635970 2.438287  2187.12 2343739 1746.16
4 5334192385 5334166805 1.109451  995.35 0.609476  926.3
5 5334423570 5342926360 (0.828188  3695.08 0.671921 292244
6 5342926362 5334192439  4.43786 4964.5 4095679  4876.93
7 5332838377 5334215729 7.78562 - 3842.31 6.552325  2930.48
8 5334345651 5334276140 0.828233 1582.85 0.348012 1488.77
9 3905236266 5332898134 (.296842  865.37 0.109382  730.55
10 5334276038 3905236275 1.328264  1638.88 0.437529 1532.24
11 5334424938 3905236395 0.375052 1389.14 0.140682  974.59
12 3905236266 5334423550 0.203217  990.36 0.031195 522
13 5334490403 3905236282  0.499968 1595.1 - 0.140636 1370.08
14 5334192383 5334345724 0.875015  1236.06 0.171887  1190.38
15 5238942618 5334345712 1.875199  2003.49 0468778  1894.9
_16 | 3905236433 5239110486 13.54391  2974.44 4.594077  2705.72
17 5334275968 5239109193 1.88665 2943.45 1.468864  2805.52
18 5334275999 5334345705 2.664407  3192.74 [.890752  1792.68
- 19 | 317747170 '1098696298 0.750007  3528.37 0.265642  2819.11
20 5334215615 5334192444  15.6205 3282.26 14.21349  3239.77
21 5334424957 3905236434 - 22.40937  4092.45  20.00533  33069.55
22 5334345626 3905236299 0.406336 1320.92 (0,124925 1300.98
23 3905236275 5334455439 0.328099  681.73  0.125007  676.96
24 .' | 5334345268 5334192103 91.71001  4325.67 - 88.15147 393]..]1
25 - 1.093826  1763.91 0.827951 1527.53
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Table 4.7b: Genetic-Dijkstra algorithm best time and distance

S/IN Origin Node Destination  Genetic Algorithm Genetic-Dijkstra
Node Algorithm

Time(s) Distance(m) Time(s) Distance(m)
26 5238876948 5334491029 7.531951  3946.22 6.548814  3197.07
27 5742544793 5230110486 0.812617  1226.5 0.71868 1224.59
28 3905236332 5334345713 10,14572  3018.35 10.11001  2243.87
29 5238942628 5334345714  6.470767  2899.91 6.219337 25314
30 5334345712 3905236445 2937562  2372.86 1.531412  2236.44
31 5334166780 5334424972 3.70453 2625.41 1.502941  2613.49
32 5334276009 5238942620 0.546911  1624.42 0.468792  1580.79
33 5334276074 5334455438 0.656297  1055.11 0.484238  1002.11
34 5334425013 26.57278  3289.41 2223536 3027.83

Tablé 4.7 shows that Genetic-Dijkstra algorithm outperforms Genetic algorithm, figure 4.1 shows

5334424938

the Genetic-Dijkstra has a better processing time than Genetic algorithm where the blue marker

represent the processing time of Genetic-Dijkstra and the orange marker represents the Genetic

algorithm and figure 4.2 shows that Genetic-Dijkstra was able to find shorter path than Genetic

marker represents the Genetic algorithm,
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Figure 4.2: Distance chart of Genetic and Genetic-Dijkstra
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Figure 4.3 illustrates the road network used for the simulation, the road network is represented as
weighted non directed graph, the blue annotated node is the origin node, the red annotated node

is the target node. This graph contains 339 nodes.

The road Network

Figure 4.3: The Road network represented as a weighted non-directed graph
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Figure 4.4a and Figure 4.4b shows a path derived by using Genetic algorithm from the origin to
the destination with a longer cost, while figure 4.5 shows the path derived by using Genetic-

Dijkstra algorithm.

Genetic Algorithm solution, Distance: 4734.52m

Figure 4.4b: Shortest path derived by Genetic algorithm (zoomed in).
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Genetic-Dijkstra Algorithim selution, Distance: 4414.75m

Figure4.5a; Shortest path derived by Genetic Dijkstra algorithm.

Figure 4.5b: Shortest path derived by Genetic Dijkstra algorithm (zoomed in).
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- CHAPTER FIVE

CONCLUSION AND RECOMMENDATION

5.1 Conclusion

This research work proposed. and implemented a genetic based algorithm called Genetic-Dijkstra
aigorithm for vehicle route search in Ekiti sfate. This was achieved by investigating the concept of
genetic algorithm, Dijkstra algorithm, and how Ekiti road network can be 1epresented as a non-
directed welghted graph This investigation was achieved by 1mplementmg two algorithms which
pure genetic algorithm and Genetlc-Dukstra algorithm, and representing Ekiti road map as a graph
using the python language in the spyder integrated development environment. The reason for
implementing Genetic-Dijstra algorithm is to combine the speed of Dijkstra algorithm and
flexibility of Genetic algorithm. Genetic algorithm and Genetic-Dijkstra algorithm was simulated
72 'tiﬁles by picking two nodés_ (origin and target node) for each iteration the nodes were passed to
the algorithms and fheir performance illustrated in table 4.2 to table 4.7 shows that Genetic-
Dijkstra algorithm performs_ better than genetic algorithm. The Genetic-Dijkstra algorithm is
capable of producing more than one optimal path (in a short period of time) from the origin node
to the destination node which makes it more flexible than using Dijkstra algorithm and faster than

using Genetic algorithm.

5.2~ Recommendations and Future Reseérch
This rescarch has demonstrated the effect of incorporating ngqtra algorithm with genetic

' algonthm however more work still needs to be done in:
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ii.

Investigating how to improve the Genetic-Dijkstra algorithm performance in larger
graphs with more than 300 nodes
Optimizing the generation of initial solution (improving the time taken to create initial

population
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